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ABSTRACT 

Magnetic resonance imaging (MRI) is a powerful tool for the non-destructive 

measurement of fluid content and fluid behavior in porous media. The essential factor in 

quantitative MRI of such systems is a reliable measure of fluid quantity in the pore space. 

Quantitative imaging is impaired in many cases by non-uniform B1 fields in the sample 

space.  

In this thesis a novel method is described for mapping B1 inhomogeneities based 

on measurement of the B1 field employing centric-scan pure phase encode MRI 

measurements. The resultant B1 map is employed to correct B1 related non-uniformities 

in MR profiles, which leads to quantitative density profiling. The new B1 mapping 

technique is also employed to investigate B1 induced MRI artifacts by analyzing image 

distortions surrounding two geometrically identical metallic strips of aluminum and lead.  

Quantitative density profiles may be acquired in porous media with a spatially 

selective adiabatic inversion pulse, which is immune to B1 field non-uniformities. The 

pulse is applied in the presence of a slice selective magnetic field gradient to restrict the 

field of view to a region of interest in which the B1 field is fairly uniform. This is 

advantageous in axial profiling of petroleum reservoir core samples and core plugs in 

which the sample of interest may be much longer than the natural field of view defined 

by the RF probe and region of constant magnetic field gradient. The adiabatic slice 

selection lends itself to a spatially selective T2 distribution measurement when a CPMG 

pulse sequence follows the slice selection. This method is an alternative to MRI-based 

techniques for T2 mapping in porous media when T2 is required to be measured at only a 

few positions along the sample, and a resolution of 5 mm is acceptable.  
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The above T2 distribution mapping method is compared with spin-echo SPI (SE-

SPI) and DANTE-Z CPMG methods in terms of spatial resolution, minimum observable 

T2 and sensitivity.  

Finally, multi-slice T2 measurement employing the longitudinal Hadamard 

encoding technique and adiabatic inversion pulses is discussed. The method has an 

inherent sensitivity advantage over corresponding slice-by-slice local T2 measurements. 
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Chapter 1 – Introduction 

1.1 Research motivation and objectives 

Magnetic resonance (MR) is a spectroscopic technique, probing nuclei, that is 

sensitive to molecular scale structure and molecular dynamics. Since MR works at radio 

frequencies, whole sample measurements of all but the most conductive samples are 

possible and the method is not surface limited. These properties make MR an ideal probe 

for condensed matter. MR has been recognized for its potential in measuring the pore size 

distribution and fluid permeability of rock cores for well-logging and petrophysics 

research. Recent advances in quantitative magnetic resonance imaging (MRI) of reservoir 

rock core plugs have led to the development of new core analysis methods for capillary 

pressure and other petrophysical parameters [1-4].  

The essential element in quantitative MRI of such systems is a reliable measure of 

fluid quantity in the pore space. Pure phase encoding MRI methods [4-6] have proven to 

be robust in their ability to generate quantitative images in porous media. However, we 

observed in this work that the images produced by the SPRITE method were very non-

uniform for nominally uniform samples so the quantitative imaging was impaired. We 

showed the non-uniformities over the SPRITE images were due to non-uniform B1 fields 

in the sample space, particularly when the sample of interest occupies a large fraction of 

the radiofrequency (RF) coil. The spatial variation of the B1 field, both for excitation and 

reception, is one principal reason for non-uniform images of nominally uniform samples. 

The B1 inhomogeneity problem may be solved by limiting the sample space in a larger 

RF probe [7] but this is not a very good use of the experimental sample space. We are 
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interested in developing new strategies, which improve quantitative MRI measurements 

without hardware modifications. 

We developed a new B1 mapping technique which is based on measurements of 

image intensities acquired with a series of low flip angle excitation pulses, employing 

centric scan Single Point Ramped Imaging with T1 Enhancement (SPRITE) [5, 8]. A 

simple method is proposed for correcting B1 inhomogeneity effects over the centric scan 

SPRITE images employing B1 field maps.  

As a pure phase encode method, the above B1 mapping method works well even 

in the presence of conductive structures that support eddy currents. The new B1 mapping 

technique was employed to isolate and determine B1-induced eddy current effects near 

strips of metals in MR images. The strip geometry was chosen to mimic metal electrodes 

employed in electrochemistry studies. The results are particularly important for NMR and 

MRI of batteries and other electrochemical devices. Such analyses may become valuable 

in many applications involving battery systems [9-11].  

In addition to employment of the above B1 mapping technique to correct B1 non-

uniformities over centric scan SPRITE images, we introduced a second technique for 

quantitative profiling of petroleum reservoir core plugs. In axial profiling of petroleum 

reservoir core plugs, the samples of interest may be much longer than the natural field of 

view (FOV), defined by the RF probe and region of constant magnetic field gradient. 

Axial profiling of such samples results in distorted, non-quantitative profiles near the 

edge of the FOV due to B1 field variation and nonlinear magnetic field variations. A new 

technique was developed to permit profiling of long extended samples. Spatially selective 

adiabatic inversion pulses [12], which are immune to B1 non-uniformities, were 
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employed to restrict the interrogation to a region of interest that is a small section of the 

long core sample. The most important outcome of the method is a local T2 distribution 

measurement. This method is conceptually similar to image selected in vivo spectroscopy 

(ISIS) techniques for spatial localization [13], but its application to porous media and to 

the determination of the T2 relaxation time distribution is novel. Bulk CPMG was 

employed to measure T2 at different positions with adiabatic slice selection. The ability of 

the adiabatic inversion CPMG method to measure almost the same range of T2 as the 

bulk CPMG, makes the method very beneficial for quantitative analysis. 

The adiabatic inversion CPMG method was compared with two other MR 

techniques developed at the UNB MRI Centre for the measurement of spatially resolved 

T2 distributions, Spin-Echo Single Point Imaging (SE-SPI) [4] and DANTE-Z CPMG 

[14] These methods were, in turn, compared with a “gold standard” bulk CPMG method. 

The three methods, Spin-Echo Single Point Imaging (SE-SPI) [4], DANTE-Z CPMG 

[14] and adiabatic inversion CPMG were compared in terms of spatial resolution, 

minimum observable T2, and sensitivity. The adiabatic inversion followed by a CPMG 

pulse train is the preferred way to measure local T2 distributions with higher sensitivity, 

provided a regional measurement of coarse spatial resolution is sufficient.  

It is very convenient in slice selective MR to improve the overall efficiency of 

data acquisition by employing multi-slice techniques. Considering the excellent ability of 

adiabatic inversion pulses to measure T2 distributions, to conclude this thesis we 

employed multiband adiabatic inversion pulses to allow multi-slice T2 measurements 

across a porous medium. However, the multi-slice selection leads to the superposition of 

information from different slices. To detangle the individual slice information, the 
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modified experiment must be performed several times with individual slice information 

labeled uniquely for each of the sub-experiments. We employed the Hadamard matrices 

[15, 16] to encode the signal from different slices of interest. 

 Multi-slice T2 measurement employing the Hadamard encoding technique has an 

inherent sensitivity advantage over corresponding slice-by-slice local T2 measurements. 

While Hadamard encoding is well established for local spectroscopy, this thesis is the 

first use of Hadamard encoding for local T2 measurements. 

1.2 Thesis outline 

The thesis is organized as follows: 

Chapter 1 provides an introduction as well as an outline of the thesis work.  

Chapter 2 introduces the relevant MRI background.  

Chapter 3 describes B1 mapping with a pure phase encode approach and 

quantitative density profiling of rock core plugs. The chapter is largely based on a paper 

published in the Journal of Magnetic Resonance [17]. The author of the thesis performed 

the experiments and data analysis in this chapter and wrote the corresponding article of 

which she is first author. The paper formed the basis of a related patent [18]. 

Chapter 4 describes mapping B1-induced eddy current effects near metallic 

structures in MR images. A comparison of simulation and experimental results was 

undertaken for this chapter. This chapter is largely based on an article published in the 

Journal of Magnetic Resonance [19]. A significantly greater level of detail and 

mathematical rigor is provided in this chapter, compared to the article. This chapter is an 

important application of the B1 mapping method with a pure phase encode imaging 
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method. The author of the thesis performed the experiments and data analysis in this 

chapter and wrote the corresponding article of which she is first author. Dr. Fred Goora 

performed the simulations. 

Chapter 5 presents region of interest selection of long core plug samples by MRI.  

A new technique has been employed to perform profiling and local T2 measurement in 

porous media MRI. The chapter is largely based on a paper published in the journal 

Measurement Science and Technology [20]. The author of the thesis designed and 

performed all of the experiments and data analysis in this chapter and wrote the 

corresponding article of which she is first author. 

Chapter 6 describes a comparison of three MR methods for spatially resolved T2 

distribution measurements in porous media and the relative benefits and disadvantages of 

each method. This chapter is largely based on an article, which has been published in the 

journal Measurement Science and Technology [21]. The author of the thesis performed 

the experiments and the simulations in this chapter, performed the data analysis and 

wrote the corresponding article of which she is first author. 

Chapter 7 demonstrates local T2 measurement employing longitudinal Hadamard 

encoding and adiabatic inversion pulses in porous media. The author of the thesis 

performed all of the experiments and data analysis in this chapter.  

Chapter 8 provides the conclusion of this thesis and recommendations for future 

work.  

This thesis is written in the form of a thesis with chapters as papers. The content 

has been structured such that successive topics build on each other and flow naturally 

between successive chapters. 
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Chapter 2 - Magnetic Resonance Background 

The goal of this chapter is to provide an outline of those aspects of nuclear 

magnetic resonance (NMR) theory which are fundamental to the experimental methods 

employed in this thesis. Basic quantum mechanical NMR theory, which has been 

elaborated in many reference books [1-3], is not repeated here.  

2.1 Three magnetic fields 

A magnetic resonance (MR) scanner consists of three main hardware components: 

a main magnet, a magnetic field gradient system and an RF system. This section briefly 

describes their functional characteristics. The reader is referred to the literature for more 

discussion [4]. 

2.1.1 B0, the main field 

 An intrinsic property of nuclei with odd atomic weight and/or odd atomic number 

is that they possess an angular momentum that is referred to as spin and an associated 

magnetic moment [4]. Normally, the spins are in random directions, creating a net 

magnetic moment of zero. However, when a static magnetic flux density B0 is introduced, 

by convention in the z or longitudinal direction, magnetic moments orient partially 

parallel or anti-parallel to the field, as explained by quantum physics. The parallel state is 

a lower energy state, while the anti-parallel state is a higher energy state. Thus, slightly 

more nuclei align in the parallel state, creating a net magnetic moment for an ensemble of 

spins (referred to as the net magnetization, M) aligned parallel to B0 (+z), as shown in 

Fig. 2-1a. 



 

 

 

10 

a                                                      b 

 
 

Figure 2-1 (a) Equilibrium condition of magnetization (M) in the presence of the 
main static magnetic field B0 (b) B1 radiofrequency field tuned to the Larmor 
frequency and applied in the transverse (xy) plane rotates the magnetization away 
from the z axis. After cessation of the B1 excitation, Mxy precesses about z axis at the 
Larmor frequency, producing an electromotive force in the receiver coil. 
 

In the presence of field B0, the angular frequency of the nuclear precession is given 

by Larmor frequency: 

 

!0 = "B0  

 
 

( 2.1 ) 
 
 

where γ is the gyromagnetic ratio (for hydrogen, γ/2π = 42.57 MHz/T).  The equilibrium 

net magnetization is proportional to the spin density, the number of spins per unit volume 

and is defined as: 

 
M =Mxi+My j+Mzk  

 

        ( 2.2 ) 

At equilibrium M is solely in the z direction, as shown in Fig. 2-2a. The static 

magnetic flux density is typically in the range of a few tesla [5]. However, as field 

density increases, ensuring the field is homogeneous becomes increasingly difficult. 
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“Shimming”, the adjustment of B0 utilizing small coils or magnets is routinely employed 

to make the static magnetic flux density more homogeneous. 

2.1.2 B1, the radiofrequency field 

A second magnetic field, generated by radio frequency (RF) electromagnetic 

waves is applied to create observable transverse magnetization. This alternating 

electromagnetic field, B1, is tuned to the Larmor frequency and is perpendicular to B0. 

The B1 field applies a torque to the net magnetization vector, causing the net 

magnetization vector to rotate towards the transverse plane, as shown in Fig. 2-1b. The 

flip angle α corresponds to the time integral of B1(t) with the transverse magnetization 

determined by the resulting angle: 

 
!(t) = " B1(t)!

t pulse
2

t pulse
2" dt  

 

( 2.3 ) 

where B1 is the strength of the applied magnetic field, tpulse is the RF pulse duration and t 

= 0 is the center of the pulse. The rotation angle can be increased with an increase in 

pulse duration or an increase in B1 strength. When the RF pulse ceases, the net 

magnetization precesses around B0 and returns to equilibrium along the longitudinal axis.  

An RF probe which generates the RF pulse also acts as the receiver coil. The 

time-varying magnetic flux caused by the rotating sample magnetization establishes an 

electromotive force in the nearby receiver coil by induction.  The RF pulse is typically 

applied to generate a 90° pulse to rotate sample magnetization into the transverse, xy, 

plane. 
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If the RF field is inhomogeneous, then the net magnetization vector will be 

rotated by a different angle at each location in the region of interest (ROI). This causes 

problems in both excitation and reception. Desirable features of the RF system are a 

uniform B1 field and high detection sensitivity [4]. Thus an MR system is equipped with 

RF coils in different shapes and sizes for different applications. Some examples are 

solenoid coils, saddle coils, birdcage coils, and surface coils, as shown in Fig. 2-2. 

 

 
               (a)                             (b)                          (c) 

 
                                                       (d) 

  
 

                    
Figure 2-2 Some examples of RF coils. (a) Solenoidal coil, (b) surface coil, (c) 
birdcage coil, and (d) saddle coil. The arrows show the direction of the B1 field at the 
center of the RF probes. U  shows the B1 direction, pointing into the page. 
 

The arrows show the direction of the B1 field at the center of the RF probes. 

Reference [6] shows B1 field calculations for the above RF coils. There is a direct 

relationship between the current (I) and B1 field. Consider a simple circular loop with 



 

 

 

13 

radius a carryings an electric current I. The B1 field of the RF coil at any point P can be 

calculated employing the Biot-Savart law: 

 

B1(r) =
µ0I
4!

dl!R
R3C

"  

 
 

( 2.4 ) 
 
 

   

 

Figure 2-3 Electrical current, I, in a circular loop, with radius a, creates a magnetic 
field. The current element dl produces the field element labeled dB1 at point P. R 
and o show the distance from the source element dl to the field point P and the loop 
center, respectively. The symmetry is such that the B1 field contributions of all the 
current elements around the circumference add in the center. The line integral of 
Eq. (2.4) is the circumference of the circle. 
 

where  µ0 is the permeability of the free space, and  vector R is the displacement from the 

source element dl to the field point P, as shown in Fig. 2-3. The B1 field is stronger closer 

to the current source. If we consider P = (0, 0, z), one can show that for a circular loop:  
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B1(z) =
µ0Ia

2

2(z2 + a2 )3/2
k  

 
 

( 2.5 ) 
 
 

where k is the unit vector along the z direction.  

At this point it is useful to stress that at the loop center, o = (0, 0,0), B1 ∝ 1/a. 

Hence, an RF probe with smaller radius, a, generates stronger B1 field which also results 

in higher detection sensitivity as described below. 

2.1.2.1 The principle of reciprocity 

Consider the magnetic field B1, produced by a coil C carrying an alternating unit 

current at the Larmor frequency, as shown in Fig. 2-4. The field at point A is much 

stronger than at point B. Now consider the alternating voltage induced in the same coil by 

a rotating magnet, first at point A, then removed to point B.  Intuitively, one would 

expect the voltage produced by the magnet at point A to be considerably larger than that 

generated when the magnet is at point B. At any spatial location, there is a 

correspondence between the B1 field strength that would be produced if unit current were 

to flow in the coil, and the voltage strength induced in the coil by a rotating magnet at 

that same point [7, 8]. It may be shown that the induced electromotive force (EMF) is 

given by: 

 
! = !

"
"t
#

$
%

&

'
( B1 )m}{  

 

( 2.6 ) 

where m is the magnetic moment. It follows that for a sample of volume Vs, which has 

been subjected to a 90° pulse, one needs only know the value of B1 at all points in the 
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sample to be able to calculate the induced EMF in the coil [7, 8]. Thus, if the net 

magnetization, M0, for the entire sample lies in the xy plane, 

 
! = !

"
"t
#

$
%

&

'
( B1 )M0}{

sample
* dVs  

 

( 2.7) 

The calculation of B1 is feasible for most RF coils for MR. If B1 may be considered to be 

reasonably homogeneous over the sample volume, the calculation is simplified. The 

integration of Eq. (2.7) gives: 

 
! = K"0B1xyM0Vs cos"0t  

 

( 2.8) 

where K is an inhomogeneity factor and B1xy is  the component of B1 perpendicular to the 

main field B0. 

 
 

Figure 2-4 The principle of reciprocity. A current of 1A flowing in a coil C produces 
a field B1 that is larger at A and smaller at B. A rotating magnet at A induces in the 
coil an electromotive force ζ  which is larger than that induced by the same magnet 
at point B. The correspondence between ζ  and B1 is known as the principle of 
reciprocity.  

2.1.3 G, the constant magnetic field gradient 

A magnetic field gradient superimposed on the static magnetic field, B0, results in 

a linear variation in the magnetic field. This causes the resonance frequency to vary as a 
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function of position. The magnetic field gradient in all three directions can be written in a 

tensor form [4]. Since the resonance frequency of spins is only affected by the gradient 

components in the same direction as B0 (z), thet tensor may be reduced to: 

 
G =Gxi+Gy j+Gzk =

!Bz
!x
i+ !Bz

!y
j+ !Bz

!z
k  

 

( 2.9 ) 

where i, j, and k are unit vectors. The overall field can then be expressed as: 

 
B(r) = (B0 +Gxx +Gyy+Gzz)k = (B0 +G ! r)k  

 

( 2.10 ) 

By varying the magnetic field gradients, spatial information may be encoded as 

discussed in section 2.4. 

2.2 Relaxation mechanisms 

The effect of a resonant RF pulse is to disturb the spin system from thermal 

equilibrium. A process known as spin-lattice relaxation will restore the z component of 

magnetization to equilibrium. As the name implies, the process involves an exchange of 

energy between the spin system and the surrounding thermal reservoir, known as the 

lattice.  Equilibrium is characterized by a state of polarization with magnetization M0 

directed along the longitudinal magnetic field, B0. The restoration of this equilibrium is 

therefore alternatively named longitudinal relaxation. The phenomenological description 

of this process is given by the equation: 

 dMz

dt
= !
(Mz !M0 )

T1
 

 

( 2.11 ) 

where the solution is: 
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 Mz (t) =Mz (0) e
!
t
T1 +M0 1! e

!
t
T1

"

#
$
$

%

&
'
'        ( 2.12) 

where Mz is the amplitude of the z component of the net magnetization and M0 is the 

initial net magnetization. Mz(0) is the z component of the magnetization immediately 

after application of an RF pulse and before commencement of longitudinal relaxation. 

Following a 90° excitation Mz(0) = 0; hence: 

 Mz (t) =M0 1! e
!
t
T1

"

#
$
$

%

&
'
'        ( 2.13) 

The relaxation time T1 is the time required for the z component of M to return to 63% of 

its original value following a 90°excitation pulse [5]. 

Spin-spin relaxation describes the loss of phase coherence of the nuclei as energy 

is transferred between nuclei. This results in decay of the x and y components of the 

sample magnetization and is governed by the time constant T2. The phenomenological 

description of T2 relaxation is:  

 dMxy

dt
= !

Mxy

T2
 

 

( 2.14 ) 

where the solution is: 

 
Mxy (t) =Mxy (0) e

!
t
T2  

 

( 2.15 ) 

where Mxy is the magnitude of the transverse component of the sample magnetization. 

After a 90° excitation Mxy(0) = M0.  The relaxation time T2 is the time required for the 

transverse component of M to decay to 37% of its initial value via irreversible processes.  
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The manufacturers of MR magnets try to create a homogeneous B0 field, 

employing first-, second-, and higher order shim coils for non-uniformity correction. 

However, it is inevitable that some variation in B0 occurs across the sample. A free 

induction decay (FID) signal results following the application of the RF excitation, which 

decays more rapidly than due T2 effects alone. The resultant time constant is often 

labeled T2
* and is termed the effective transverse lifetime constant: 

 

 

1
T2
* =

1
T2
+! !B0  

 

( 2.16 ) 

T2
* relaxation depends on T2, the transverse relaxation time, and ΔB0, which 

describes the inhomogeneity of the static magnetic field. 

Another form of MR signal is known as an echo. A feature, which distinguishes 

an echo signal from an FID signal, is the symmetry of the echo signal, which results from 

rephasing of Mxy followed by dephasing of Mxy. An echo is produced by employing 

multiple RF pulses. These signals, called spin echoes (SE), were discovered by Erwin L. 

Hahn in 1950. A simple two-pulse excitation scheme consists of a 90° pulse followed by 

a time delay τ and then a 180° pulse (90°- τ -180°- τ).  After a period of time, τ, following 

the applied 180° RF pulse, the components of the transverse magnetization rephase and 

form SE. 

 It is possible to measure multiple successive spin echoes with multiple pulse 

methods. One example is the Carr-Purcell measurement which begins with a 90° pulse 

followed by a series of 180° pulses. The initial 90° pulse rotates the magnetization vector 

into the transverse plane. The first 180° pulse is applied after a time τ, and inverts the 
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phase of the magnetization as it loses coherence. After a time 2τ, following the 90° pulse, 

a SE is generated. The transverse magnetization loses phase coherence once more, but 

can be regained with another 180° pulse. Therefore, a train of 180° pulses creates a train 

of spin echoes that form halfway between the 180° pulses. The magnitude of the spin 

echoes decays with relaxation time T2, so T2 can be determined through: 

 

Mxy =M0 e
!
2n!
T2  

 

( 2.17 ) 

where 2τ is the time between two successive 180° pulses and n is the number of echoes 

collected. In practice, the 180° pulses are phase shifted to minimize artifacts caused by 

successive imperfect 180° pulses. This modification was proposed by Meiboom and Gill 

and is therefore known as the Carr-Purcell-Meiboom-Gill (CPMG) sequence [4]. 

T2 can be extracted from the CPMG decay by non-linear least square fitting 

providing a discrete number of T2 components. It is common practice in petrophysics to 

fit a distribution of exponential decays employing an Inverse Laplace Transform (ILT) 

[9].  

The principal concern in this thesis is high quality measurements of the T2 

distribution of the pore fluid and access to short T2s spatially resolved. The ILT approach 

imposes a smooth distribution that may not be physically correct in some instances. A 

single exponential decay processed by ILT will yield a symmetrical T2 distribution in log 

space, with a width that is not physical. The T2 distribution shape is not calibrated and not 

over-interpreted in this work. The interpretation is only based on changes in T2 

distributions (employing bulk CPMG as a control) rather than an absolute interpretation. 
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2.3 The Bloch equations 

The behavior of the spin ensemble may be explained classically in the majority of 

MRI measurements. Equating the torque to rate of change of the sample magnetization: 

 dM
dt

=M!!B0  

 

( 2.18 ) 

When M and B0 are not coaxial, the torque (being orthogonal to both B0 and M) 

forces a precession of M about the z-axis, at the Larmor frequency of Eq. (2.1).  

The B1 field effect may similarly be treated classically. The effect of the B1 field 

is made clearer by a transformation of the coordinate system to a frame of reference that 

rotates at the Larmor frequency. Consider an RF pulse applied orthogonal to B0 that 

defines the x-axis of our first coordinate frame: 

 

 

Brf= 2B1 cos(!1t)i  
 

( 2.19 ) 

Brf   may be expressed as the sum of two counter-rotating components: 

 
Brf = B1 cos(!1t)i+ sin(!1t)j!" #$+ B1 cos(!1t)i % sin(!1t)j!" #$  

 

( 2.20 ) 

one rotating in the same direction as the Larmor precession, and the other in the opposite 

direction. The component rotating in the opposite direction has negligible interaction with 

M, as their relative frequency offset is large (ω0 + ω1) and, for all MRI applications 

described herein, B1 << B0. 

The interaction of Brf and M is simplified by transforming the coordinate system 

to one rotating at ω0 about B0 (Fig. 2-5). The apparent static field in the rotating 
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coordinate frame is (B0 + ω0/γ) k = 0. The only torque on M is caused by the RF field, 

and the counter-rotating component of that field becomes: 

 
B1 cos !1 !!0}{ t( ) i '+ sin !1 !!0}{ t( ) j'"
#

$
%  

 

( 2.21 ) 

 

where prime quantities are in the rotating coordinate system. For on-resonance RF pulse 

application, ω0 = ω1 and thus Brf = B1 = B1i’. In analogy to Eq. (2.18): 

 dM
dt

=M!!B1  

 

( 2.22 ) 

The evolution of M under the application of on-resonance RF excitation is a 

simultaneous precession about B0 and B1 at ω0 and ω1 (Fig. 2-5b). The motion is simply a 

precession about i’, in the rotating coordinate system (Fig. 2-5d). The latter description 

provides a convenient means of categorization for RF pulse application by the precession 

angle, α = γB1tpulse, tpulse is the RF pulse duration. A 90° RF pulse, applied to the spin 

system at equilibrium, has sufficient RF field strength and duration that the resultant 

magnetization lies solely in the x’y’-plane and a 180° RF pulse results in M = -M0 k. In 

general the components of magnetization after application of Brf = 2B1cos(ω1t) i to M0 = 

M0 k are:  

 Mx ' = 0
My ' =M0 sin!
Mz ' =M0 cos!

 
 

( 2.23 ) 
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Figure 2-5 (a) The application of a static magnetic field B0 (vertical bold arrow), and 
an RF field (along the x axis), oscillating at ω0, causes (b) the ensemble 
magnetization simultaneously to precess about both fields. (c) In a coordinate 
system rotating at ω0, the apparent longitudinal field is zero and the static RF field 
defines the x’ axis. Precession (d) is simply a rotation about the x’ axis.  
 

Relaxation time effects may be combined with Eq. (2.18) or Eq. (2.22), to refine 

the classical description of spin behavior. The resulting relations are known as the Bloch 

equations: 
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 dMx

dt
= ! (M!Beff )x "

Mx

T2
dMy

dt
= ! (M!Beff )y "

My

T2
dMz

dt
= ! (M!Beff )z +

M0 "Mz

T1

 
 

( 2.24 ) 

Beff, the effective magnetic field, is the vector sum of B0 and Brf and, when it is used in 

the rotating coordinate system [2, 4, 10]: 

 
Beff = B0 !

!1
"

"

#
$

%

&
'k'+ B1i'  

 

( 2.25 ) 

Invoking the on-resonance condition (ω0 = ω1), Eq. (2.25) yields Beff = B1i’. 

2.4 Spatial encoding 

Spatial information may be encoded in MR using either frequency or phase 

encoding techniques. Both methods require the addition of magnetic field gradients, such 

that the z component of the static magnetic field varies as a function of the Cartesian 

coordinates. Each method is discussed in the following subsections. The concept of k-

space provides a connection between spatially encoded measured data, the Fourier 

transform, and the resulting MR image. 

2.4.1 Frequency encoding 

The addition of a magnetic field gradient in addition to the static magnetic field 

across a sample results in the Larmor frequency being a linear function of position: 
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!(r) = "B0 +!G ! r  

 

( 2.26 ) 

where G denotes the applied magnetic field gradient and r denotes the spatial position 

[1]. The resulting FID generated from the spins for a given interval dr at point r , denoted 

ρ(r), is : 

 
dS(r, t)!!(r) e "i! B0+G#r( )t$% &'dr  

 

( 2.27 ) 

where i = √-1. The proportionality is partially due to the overall signal dependence on the 

resulting flip angle of the transverse magnetization into the transverse plane. Neglecting 

the effect of the flip angle and assuming equality of units on both sides of the equations 

simplifies Eq. (2.27) to: 

 
dS(r, t) = !(r) e !i! B0+G"r( )t#$ %&dr  

 

( 2.28 ) 

     It is evident from Eq. (2.28) that the resulting signal frequency, defined by γ (B0+G.r), 

varies linearly as a function of position. Hence, the applied magnetic field gradient G is 

called a frequency-encoding gradient. The resulting signal from the entire object in the 

presence of the gradient is: 

 S(t) = !(r) e !i! B0+G"r( )t#$ %& dr
!'

'

(
= !(r) e !i! G"r( )t#$ %& dr

!'

'

(#$)
%
&*e

!i!0t
 

 

( 2.29 ) 

The term !!!!!!  is considered as a carrier signal [1]. Demodulation of the resulting MR 

signal results in: 

 
S(t) = !(r) e !i! G"r( )t#$ %& dr

!'

'

(  ( 2.30 ) 
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The frequency-encoded signal from Eq. (2.30) can be rewritten as: 

 
S(k) = !(r)e[!i2! (k"r)] dr

!#

#

$  

 

( 2.31 ) 

Where: 

 
k = !

2"
Gt  

 

( 2.32 ) 

From the relationship between G and k, it is apparent that the frequency-encoding 

gradient G can be used to map a time domain signal to a corresponding k-space signal. 

This results in the spatial information about a sample being uniquely encoded.  

2.4.2 Phase encoding 

The signal may be alternatively mapped in k-space by employing phase encoding. 

In phase encoding, the value of k is fixed by a given gradient G and phase encode time tp, 

as shown in the following equation: 

 
 

 

( 2.33 ) 

The resulting signal from the entire object in the presence of the gradient is: 

 
S(t) = !(r)e!i! (G"r)tp dr

!#

#

$%&'
(
)*e

!i!0t  
 

( 2.34 ) 

where the !!!!!!  term represents the carrier frequency and will be removed after 

demodulation. The magnetic field gradients applied along each of the three Cartesian 

axes (Gx, Gy, Gz) result in the possibility of three-dimensional imaging. 

k = !
2"
Gtp
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In general, the applied phase encode gradient varies as a function of time. Letting 

this time varying phase encode gradient be denoted Gphase(t), the resulting value of k:  

 
k = !

2"
Gphase0

tp! (t)dt  

 

( 2.35 ) 

Therefore, only the area of applied gradient is of importance for spatial encoding 

and mapping the time domain signal to space. 

2.5 Slice selection 

To selectively excite spins in a slice, two things are essential: a magnetic field 

gradient and a shaped RF pulse. Both are discussed in this section. 

2.5.1 Slice selective magnetic field gradients 

It is necessary to apply a magnetic field gradient during the excitation period for 

slice selection. An RF pulse is only frequency selective, and spins at different spatial 

locations are excited in the same way if they resonate at the same frequency. To make an 

RF pulse spatially selective, it is necessary to make the spin resonance frequency 

position-dependent. A simple way to achieve this is to augment the homogeneous B0 field 

with a constant magnetic field gradient during the excitation period. Such a magnetic 

field gradient is called a slice selective gradient, Gss, in order to distinguish it from a 

phase encoding gradient or frequency encoding gradient. Recall from section 2.1.3 that a 

constant magnetic field gradient is by definition a magnetic field that points along the z 

direction but has amplitude varying linearly along a particular gradient direction  [4]. The 

slice selective gradient is denoted as: 
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Gss = (Gx,Gy,Gz ) =GssµG  

 

( 2.36 ) 

where µG specifies the slice selective magnetic field gradient direction and 

Gss = Gx
2 +Gy

2 +Gz
2 is the overall magnetic field gradient strength. 

2.5.2 Slice selective RF pulses 

One should translate the desired frequency selectivity, established by the slice 

selective gradient, to the temporal waveform of an RF pulse. An amplitude modulated RF 

pulse is characterized by an excitation frequency !rf  and an envelope function B1
e(t) as: 

 
B1(t) = B1

e(t) e!i!rf t  
 

( 2.37 ) 

in which !rf  and B1
e(t)  should be determined [4]. 

2.5.2.1 The Fourier Transform approach to selective RF pulse design 

Consider the case shown in Fig. 2-6. It is convenient to define a spatial selection 

function as: 

 
p(z) = z! z0

"z
#

$
%

&

'
() =

1 z! z0 <
"z
2

0 otherwise

*

+
,

-,
 

 

( 2.38 ) 

 

which is a “boxcar” function of width !z  centered at z = z0 . The necessary slice 

selection gradient is: 

 
Gss = (0, 0,Gz )  

 

( 2.39 ) 
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The Larmor frequency at z is given by: 

 
!(z) =!0 +"Gzz  

 

( 2.40 ) 

or: 

 
f (z) = f0 +

!
2!

Gzz  

 

( 2.41 ) 

The desired frequency selection function is: 

 

 

 

( 2.42 ) 

where: 

 
fc = f0 +

!
2"

Gzz0  

 

( 2.43 ) 

 

 
 

Figure 2-6 slice selected along the z axis. The corresponding slice equation is given in 
Eq. (2.38). z0 is the displacement of the slice from the origin and Δz is the slice 
thickness. 

p '( f ) = p 2! f
"Gz

!

"
#

$

%
&='
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and 

 
!f = !

2"
Gz!z  

 

( 2.44 ) 

With p '( f ) , one can determine the necessary excitation function B1(t).The assumption of 

Fourier Transform approach is: 

 

B1(t)! p '( f ) e
"#

#

$
"i2! ft

df  

 

( 2.45 ) 

Inserting Eq. (2.43) into Eq. (2.46) and employing: 

 
sinc(!at)! 1

a
"

f
a
#

$
%

&

'
(  

 

( 2.46 ) 

yields: 

 
B1(t)!"f sinc(!"ft)e

#i2! fct  

 

( 2.47 ) 

Comparing the above equation to Eq. (2.37): 

 
!rf = 2" fc =!0 +#Gzz0  

 

( 2.48 ) 

the pulse envelope function is:  

 
B1
e(t) = A sinc(!!ft)  

 

( 2.49 ) 

The constant, A, is determined by the desired flip angle. Assume that the pulse is 

symmetric about the time point t = tpulse 2 , the pulse envelope function in Eq. (2.43) 

can be modified to give: 
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B1
e(t) = A sinc ! !f t "

tpulse
2

#

$
%

&

'
(

)

*
+

,

-
., 0 / t / tpulse  

 

( 2.50 ) 

2.5.2.2 The Bloch equation approach to selective RF pulse design 

The resulting envelope function yielded from the Fourier approach is not accurate 

because the spin system behaves nonlinearly during the excitation. One has to resort to 

the Bloch equations to generate more accurate RF pulses [4]. Ignoring spin relaxation 

effects during the excitation period, one can write the Bloch equation in the rotating 

frame: 

 
dM(z, t)
dt

= !M(z, t)!Beff (z, t)  
 

( 2.51 ) 

where: 

 
Beff (t) = B1

e(t)i'+ B0 +Gzz!
!rf

!

"

#
$

%

&
'k'  

 

( 2.52 ) 

Setting the RF excitation frequency ωrf to the Larmor frequency of the central slice (Eq. 

(2.49), We have: 

 
Beff (t) = B1

e(t)i'+Gz (z! z0 )k'  
 

( 2.53 ) 

Rewriting Eq. (2.46) in scalar form: 

 dMx ' (z, t)
dt

= !Gz (z! z0 )My ' (z, t)

dMy ' (z, t)
dt

= !!Gz (z! z0 )Mx ' (z, t)+!B1
eMz ' (z, t)

dMz ' (z, t)
dt

= !!B1
eMy ' (z, t)

 

 

( 2.54 ) 
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The above equations must be solved numerically. A number of algorithms have been 

proposed for this task [4]. 

Many slice selective RF pulses, in practical use, give better selection profiles than 

the popular sinc pulse. One complicated example is the hyperbolic secant pulse of general 

form: 

 
B1
e(t) = B1sech(!t)

1+iµ  

 

( 2.55 ) 

This pulse is insensitive to B1 inhomogeneities and is particularly useful for slice 

selective spin inversion [4, 11 12]. A detailed discussion of hyperbolic secant pulses 

follows Chapter 5 of this thesis. 
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Chapter 3 - B1 Mapping with a Pure Phase Encode Approach: 

Quantitative Density Profiling 

We frequently observe centric scan SPRITE images are very non-uniform for a 

nominally uniform sample. This chapter shows the non-uniformities over the images are due 

to B1 inhomogeneity in the sample space. The B1 inhomogeneity prevents quantitative 

density profiling of porous media. Quantitative density profiling is very critical for 

measurement of fluids in in pore spaces and it is important to be able to measure the B1 

inhomogeneity in order to mitigate its effects. This Chapter discusses a newly developed B1 

mapping technique based on pure phase encode centric scan SPRITE. The B1 maps are also 

employed to correct B1 non-uniformities over the centric scan SPRITE images. 

This chapter is largely based on the paper “B1 mapping with a pure phase encode 

approach: quantitative density profiling” published in the Journal of Magnetic 

Resonance, 232 (2013) 68-75. The format of references in this chapter follows that of the 

original article. The paper was the basis of a related patent “Methods of radio frequency 

magnetic field mapping”, U.S. Patent, 8,890,527, awarded November 18, 2014. 

 

Abstract 

In MRI, it is frequently observed that naturally uniform samples do not have 

uniform image intensities. In many cases this non-uniform image intensity is due to an 

inhomogeneous B1 field. The ‘principle of reciprocity’ states that the received signal is 

proportional to the local magnitude of the applied B1 field per unit current. 

Inhomogeneity in the B1 field results in signal intensity variations that limit the ability of 

MRI to yield quantitative information. In this paper a novel method is described for 
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mapping B1 inhomogeneities based on measurement of the B1 field employing centric-

scan pure phase encode MRI measurements. The resultant B1 map may be employed to 

correct related non-uniformities in MR images.   

The new method is based on acquiring successive images with systematically 

incremented low flip angle excitation pulses. The local image intensity variation is 

proportional to B1
2, which ensures high sensitivity to B1 field variations. Pure phase 

encoding ensures the resultant B1 field maps are free from geometry distortions caused by 

susceptibility variation, chemical shift and paramagnetic impurities. Hence, the method 

works well in regions of space that are not accessible to other methods such as in the 

vicinity of conductive metallic structures, including the RF probe itself. 

Quantitative density images result when the centric scan pure phase encode 

measurement is corrected with a relative or absolute B1 field map. The new technique is 

simple, reliable and robust. 

3.1 Introduction 

Magnetic resonance imaging is commonly employed for clinical diagnostic 

imaging but its routine application to spatially resolved analysis of fluids in porous media 

is still developing. Recent developments in quantitative MRI of reservoir rock core plugs 

have led to the development of new core analysis methods for capillary pressure and 

other petro-physical parameters [1-4]. The essential element in quantitative MRI of such 

systems is a reliable measure of fluid quantity in the pore space. Quantitative imaging is 

impaired in many cases by non-uniform B1 fields in the sample space.  
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According to the ‘principle of reciprocity’ [5,6], the received MR signal for each 

point in space is proportional to the local B1 field strength per unit excitation current. The 

spatial variation of the RF field sensitivity for excitation and reception is one principal 

reason for non-uniform images of nominally uniform samples. Non-uniformities across 

the MRI image will affect the image-based quantification and interpretation of porous 

media properties. 

One may solve the B1 inhomogeneity problem by limiting the sample space in a 

larger RF probe [7] but this is not a very good utilization of the experimental sample 

space that is costly and at a premium. In quantitative MRI one solution is to measure a B1 

map and correct the intensity inhomogeneities that arise from B1 variation [8-15]. 

Mapping of the B1 field can be undertaken with a variety of MRI-based methods. 

With double angle techniques [14, 16, 17] B1 maps are acquired by measurement of the 

magnitude of the signal after α and 2α excitations. The imaging technique is usually 

based on spin echo imaging or echo planar imaging. Another method is based on the 

acquisition of a spin echo and a stimulated echo and the local B1 is determined by the 

ratio of images [18]. The actual flip angle imaging (AFI) method employs FLASH 

imaging [19] with the interleaved acquisition of two echoes, applying the same flip angle 

but for different repetition times [20, 21].  The phase sensitive method for B1 mapping 

employs a series of RF pulses that generate a transverse magnetization whose phase is a 

function of the flip angle [22]. In another method that is based on gradient echo imaging 

with large excitation angles, signal intensity variations are produced by employing flip 

angles that are distributed around 180° [23]. B1 mapping employing the Bloch-Siegert 

shift [24, 25] has recently been introduced; it encodes the B1 information into the signal 
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phase by irradiating with an off-resonance RF pulse following conventional spin 

excitation. Nagashima has recently employed a nutation-based experiment to find 1D B1 

profiles in a spectroscopy RF probe [26]. 

The B1 mapping method presented in this work is based on measurements of 

image intensities acquired with a series of low flip angle excitation pulses employing 

centric scan SPRITE [27-29]. Centric scan SPRITE MRI is employed for spin-density 

measurements of porous media due to its innate reliability and immunity to image 

distortions caused by susceptibility variation, chemical shift and paramagnetic impurities. 

The SPRITE signal in each pixel (or voxel) is proportional to B1
2 due to B1 sensitivity in 

both excitation and reception. The B1
2 sensitivity makes the method very sensitive to B1 

variation in the sample space. This sensitivity to local B1
2, with a low flip angle 

excitation pulse was first discussed by Hoult [7] but he did not pursue B1 mapping and it 

seems the idea was not pursued in the literature. 

As a pure phase encode method, the B1 mapping procedure presented will work 

well even in the presence of conductive structures that support eddy currents. The new B1 

mapping technique may be employed to determine the B1 map in the vicinity of RF probe 

structures. B1 mapping methods based on frequency encoding, essentially all the above 

referenced methods, will often suffer from B0 inhomogeneity artifacts. Many of these 

literature methods may be undertaken with pure phase encoding to solve this problem, 

but it is not common practice.  

Many methods have been developed to correct non-uniform MRI images due to 

B1 inhomogeneity [8-15, 30-35]. In this work a simple method is proposed for correcting 

B1 inhomogeneity effects employing B1 field maps. Corrected SPRITE images result 
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from dividing the original image by relative maps of B1
2 [8]. This method permits 

correction of non-uniformities due to excitation and reception and the intensity of the 

corrected image represents the sample distribution. If one knows how the image intensity 

depends on B1 field strength for other commonly employed MRI experiments, the image 

may be corrected through knowledge of absolute B1 maps [34]. The new B1 mapping 

technique is readily translated to both high field and low field systems. 

The B1 mapping methods outlined, with associated B1 correction of SPRITE 

density images are simple, robust and reliable with facile data handling and data 

manipulation. Because the method requires acquisition of six to eight discrete images it 

will however be slower than many B1 mapping methods in the literature. 

3.2 Theory 

           3.2.1 B1 mapping methodology 

The transverse magnetization Mxy at any point r, generated by a centric scan 

SPRITE imaging sequence [27-29], free from T1 weighting, is given by the following 

equation:  

 

Mxy (r) =M0 (r)exp(!
tp
T2
* )sin!  

 
 

( 3.1 ) 
 
 

Where M0(r) is the local equilibrium longitudinal magnetization proportional to the 

quantity of material, tp is the phase encoding time between RF excitation and signal 

reception and α is the RF pulse flip angle, and T2
* is the effective spin-spin relaxation 

time. If the sequence parameters satisfy tp << T2
* the transverse magnetization is directly 

proportional to M0(r). 
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Employing the ‘principle of reciprocity’ [5,6] the received signal Slocal from 

precessing nuclei in a small volume δV centered at any point r in the RF probe is 

proportional to: 

 
Slocal (r)!B1xy (r)Mxy (r)  

 

( 3.2 ) 

Where B1xy(r) is the component of the RF field produced in the transverse plane at the 

location of the sample by unit current in the coil during excitation. 

The product of the gyromagnetic ratio γ, the B1xy field strength, and excitation 

pulse length tpulse gives the RF flip angle in Eq. (3.1). The local image intensity from Eqs. 

(3.1) and  (3.2) with the above statement of the RF flip angle becomes: 

 

Slocal (r)!B1xy (r)M0 (r) exp("
tp
T2
* ) sin(!B1xy (r)tpulse )  

 
 

( 3.3 ) 

 
where the factor B1xy(r), introduced as part of Eq. (3.2) is related to signal reception 

through the ‘principle of reciprocity’ [5,6], the sine factor of is B1xy(r) related to 

excitation and of course the overall signal scales with M0(r).  

The new technique for B1 mapping is based on mapping the image intensity 

variation in each pixel that results from increment of the excitation flip angle in 

successive images. In the case of low flip angles , and Eq. (3.3) reduces to Eq. 

(3.4) with a direct dependence of signal on B2
1xy (r).  

 

Slocal (r)!M0 (r) exp("
tp
T2
* ) !B1xy

2 (r)tpulse  

 
 

( 3.4 ) 

 

! 

sin" # "
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Eq. (3.5) is a simple modification of Eq. 4. Slocal(r) is unitless in image space and 

a constant of proportionality κ is introduced to make the relationship of Eq. (3.4) an 

equality. The factor 

! 

"0 (r)  introduced as part of Eq. (3.5), considered as grams per unit 

volume of 1H material at any point r replaces M0(r) to simplify the units. To simplify the 

expression, B1xy(r) is replaced by B1(r). 

Practical measurement of the local B1 proceeds via Eq. (3.5) by incrementing tpulse 

in successive images, employing a homogeneous phantom and maintaining the low flip 

angle limit. Plotting local signal versus tpulse permits determination of B1
2 via the slope.  

 

Slocal (r) =!"0 (r)exp(!
tp
T2
* )!B1

2 (r)tpulse  

 
 

( 3.5 ) 

 

3.2.2 Relative B1 map generation employing a homogeneous phantom 

For a B1 mapping experiment performed with a homogeneous phantom, κρ0exp(-

tp/T2
*) in Eq. (3.5) can be considered constant. The ratio of slopes, m and m’ from Eq. 

(3.5), measured at two different physical locations (x,y,z)  and (x’,y’,z’) will be simply 

equal to the ratio of B1
2. 

 

m
m '

=
(!"0 exp(!

tp
T2
* ))#B1

2 (x, y, z)

(!"0 exp(!
tp
T2
* ))#B1

2 (x ', y ', z ')
=

B1
2 (x, y, z)

B1
2 (x ', y ', z ')

 

 
 

( 3.6 ) 

 
Consequently one can determine relative B1 maps by determination of relative slopes: 

 
mlocal

mmax

=
B1local
B1max

!

"
#

$

%
&

2

 

 
 

( 3.7 ) 
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where mmax is the highest slope in the measurement where the local B1 field has the 

maximum value, B1max. 

            3.2.3 Absolute 3D B1 map generation employing a small reference sample 

Knowledge of the absolute B1 strength in a particular position (x,y,z) in the 3D RF 

probe volume, permits determination of an absolute B1 in gauss everywhere else by 

employing Eq. (3.7). 

The local B1 is most readily determined with a small test sample and a 

measurement of the 180° pulse length. It does not depend on the material employed to 

find the 180° pulse length. 

            3.2.4 Image correction employing relative B1
2 maps 

One can correct spatial non-uniformity in one, two and three-dimensional 

SPRITE images by determining relative B1
 maps. The correction of the MR image is 

achieved by dividing the original SPRITE image by a relative B1
2 map, Eq. (3.7). By 

applying this method, the non-uniformity of the B1 field both in excitation and reception 

can be compensated. The intensity of the corrected image represents the sample 1H 

distribution. 

 
Slocalcorrected =

Slocalmeasured
B1local
B1max

!

"
#

$

%
&

2  
 
 

( 3.8 ) 
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In this paper, to prove the B1 mapping method, the measured local image intensity 

Slocalmeasured  and the relative B1 map B1local/B1max, are generated by SPRITE imaging. 

Slocalcorrected  is the local image intensity after B1 correction.  

3.3 Experimental  

            3.3.1 B1 mapping in the sample space at 2.4 T and 0.2 T 

MRI experiments were performed on both high and low field scanners. The high 

field scanner was a Tecmag (Houston, TX) Apollo console equipped with a Nalorac 

(Martinez, CA) 2.4 T 32 cm i.d. horizontal bore superconducting magnet (Nalorac 

Cryogenics, Martinez, CA). The RF probe was a homebuilt quadrature eight-rung 

birdcage 4 cm in diameter and 10 cm in length, driven by a 2 kW 3445 RF amplifier 

(American Microwave Technology, Brea, CA). A 200-mm i.d. gradient set driven by x, y 

and z Techron (Elkhart, IN) 8710 amplifiers, provided maximum gradient strengths of 5.9 

G/cm, 5.4 G/cm and 10.6 G/cm in this work. 

The low field scanner was a Maran DRX-HF (Oxford Instruments Ltd., Oxford, 

UK) 0.2 T permanent magnet. The RF probe was a vertical solenoid 10 cm in diameter 

and 20 cm in length, driven by a 1 kW 3445 RF amplifier (TOMCO Technologies, 

Sydney, Australia). A shielded three-axis gradient coil driven by x, y, z Techron (Elkhart, 

IN) 7782 gradient amplifiers, provided maximum gradients of 26 G/cm, 24 G/cm and 33 

G/cm in this work. 
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The Acciss, Unisort and Unifit processing packages developed in the IDL 

programming environment (EXELIS, Boulder, CO) by the UNB MRI Centre were 

employed for image reconstruction, display and signal intensity mapping. 

A uniform vial of gel doped with CuSO4, 10 cm in length and 4 cm in diameter, 

centred in the RF coil along the long axis of the RF coil, was employed as a test phantom 

on the 2.4 T scanner. The bulk relaxation times were T2
* = 4.5 ms and T1 = 15 ms.  

A set of 1D SPRITE images were acquired for 1D B1 mapping. Double-half k-

space (dhk) SPRITE [27] imaging sequence parameters were: Gmax,z = 3.7 G/cm; FOV = 

130 mm; SW = 250000 Hz; 64 k-space points were acquired each with a phase encoding 

time of tp = 150 µs with TR = 2 ms, signal averages = 32, P90 = 42 µs with 50% RF 

power. The dhk SPRITE pulse length was set to eight different values (1.4 µs, 1.8 µs, 2.2 

µs, 2.6 µs, 3 µs, 3.3 µs, 3.6 µs and 4 µs). The shortest and longest pulse durations are 

equal to 3° and 8.6° flip angles. The phase cycle for both SPRITE RF pulses and the 

receiver was . The acquisition time for each image was about 52 s.  

The same phantom centred along the long axis of the RF coil was employed for 

3D B1 mapping. Conical SPRITE [27] imaging sequence parameters were: Gmax,z = 2.8 

G/cm; Gmax,y = 5.4 G/cm; Gmax,x = 5.8 G/cm;  FOV = 130 mm × 68 mm × 63 mm; SW = 

250000 Hz; 64 k-space points were acquired with a phase encoding time of 200 µs and 8 

signal averages. Eight 3D images were acquired with the same RF excitation pulse 

durations as outlined for the 1D measurement. The acquisition time for each 3D image 

was approximately 16 min. 

A uniform rubber phantom, made of amber polyurethane (McMaster-Carr, 

Atlanta, GA), 10.5 cm in length and 3.8 cm in diameter centred along the long axis of the 

! 

XX YY 
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RF probe was employed as a test object for scanning at 0.2 T. The bulk relaxation times 

were T2
* = 600 µs and T1 = 18 ms.  

A set of 1D SPRITE images were acquired for 1D B1 mapping. SPRITE imaging 

parameters were: Gmax,y = 3.6 G/cm; FOV = 151 mm; SW = 125000 Hz; 64 k-space 

points were acquired with a phase encoding time of 150 µs with TR = 2 ms, signal 

averages = 4096, P90 = 63 µs with 50% RF power. The dhk SPRITE pulse lengths were 

(1.5 µs, 2 µs, 2.5 µs, 3 µs, 3.5 µs, 4 µs, 4.5 µs and 5 µs). The shortest and longest pulse 

durations are equal to 2.1° and 7.1° flip angles. The acquisition time for each image was 

about 6 min. 

To show the profile correction at 0.2 T, a water saturated Berea rock core plug, 

7.5 cm in length and 3.8 cm in diameter was positioned in the same location as the 

phantom. The bulk relaxation times were T2
*= 800 µs and T1= 200 ms. A 1D SPRITE 

image was acquired with: Gmax,y = 3.6 G/cm; FOV  = 151 mm; SW = 125000 Hz; 64 k-

space points were acquired with a phase encoding time of 150 µs with TR = 2 ms, signal 

averages = 8192, P90 = 63 µs with 50% RF power. A uniform rubber phantom, made of 

amber polyurethane (McMaster-Carr, Atlanta, GA), 10.5 cm in length and 7.6 cm in 

diameter centred along the long axis of the RF probe was employed for 3D B1 mapping at 

0.2 T. The conical SPRITE imaging sequence parameters [27] were: Gmax,z = 4.5 G/cm; 

Gmax,y = 3.7 G/cm; Gmax,x = 2.7 G/cm  FOV = 107 mm × 131 mm × 178 mm; SW = 

125000 Hz; 64 k-space points were acquired with a phase encoding time of 150 µs and 32 

signal averages. Eight 3D images were acquired with the same RF excitation pulse 

durations as outlined for 1D measurement. The acquisition time for each 3D image was 1 

h and 7 min. 
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3.4 Results 

           3.4.1 1D B1 mapping at 2.4 T 

Fig.  3-1a shows a 1D axial profile for a vial of uniform doped gel 10 cm in length 

and 3.8 cm in diameter scanned at 2.4 T. The profile is very non-uniform for a nominally 

uniform phantom.  Note the signal magnitude at the profile edges is enhanced by 

approximately 23%.  

Fig. 3-1b shows the plots of signal versus pulse duration for three different 

positions along the long axis of the RF probe (Z = 28.5 mm, 61.5 mm, and 100.5 mm). 

Eight pulse lengths were employed giving flip angles from 3° to 8.5°. The slopes produce 

κ ρ0 exp(-tp/T2
*) γ B1

2 for each pixel according to Eq. (3.5). The uncertainty for each data 

point is estimated from the mean background noise in a profile. The noise is assumed to 

be constant for all the images obtained with the same number of scans. The uncertainty 

for each individual point in Fig. 3-1b is ±0.5% of the maximum signal of the longest 

pulse duration profile, 4 µs. The uncertainty ranges in Fig. 3-1b are smaller than the data 

symbol and are not shown. 

The pixels that are close to the edge of the profile have greater slopes, in 

comparison to central pixels, due to a higher local B1 field. Although the intercept in Eq. 

5 is zero, in the experimental plots in Fig. 3-1b one can see the presence of small non-

zero intercepts as a result of the effects of the rise and fall time on the shape of the RF 

pulse. The origin of the non-zero intercept is discussed in more detail in section 3.5.8. 

Fig. 3-1c shows a 1D relative B1 map for the uniform gel phantom at 2.4 T. The 

relative B1 value for each pixel was found employing Eq. (3.7). With eight 1D profiles of 
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the uniform phantom, and 32 signal averages for each profile, the uncertainty in the 

relative B1 map is ±0.7%.  

 

(a)                                                          (b) 

 

                             (c) 

 

 
Figure 3-1 (a) A 1D axial profile for a vial of uniform doped gel scanned at 2.4 T 
with a birdcage probe (b) Linear plots of the signal magnitude versus the pulse 
duration for eight RF pulse durations at three different positions along the long axis 
(Z) of the RF probe (�) 28.5 mm, (�) 61.5 mm, (q) 100.5 mm. The uncertainties 
are smaller than the data symbol and are not displayed. (c) Relative 1D B1 map of 
the RF probe determined according to Eq. (3.7). 
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3.4.2 1D B1 mapping and B1 inhomogeneity correction at 0.2 T  

Fig. 3-2a shows a 1D axial profile of an amber polyurethane phantom, 10.5 cm in 

length and 3.8 cm in diameter. The profile was produced employing dhk SPRITE at 0.2 

T. In contrast to Fig. 3-1a the profile shows a 35% signal decrement near the edge of the 

profile.  

Fig. 3-2b shows plots of signal variation versus pulse duration for three different 

positions along the long axis of the probe (Y = 40.7 mm, 95.9 mm and 119.6 mm) 

according to Eq. (3.5). Eight RF pulse durations were employed giving flip angles from 

2.1º to 7.1º. The uncertainty for each point in Fig. 3-2b is ±0.3% of the maximum signal 

of the largest pulse duration profile, 5 µs. Once more, non-zero intercepts are observed in 

Fig. 3-2b. 

Fig. 3-2c shows a relative 1D B1 map for the above phantom centred in the long 

axis of a solenoid. Data processing was undertaken as for the 2.4 T measurements above. 

With eight 1D profiles of the amber polyurethane phantom, and 4096 signal averages for 

each profile the uncertainty in the relative B1 map is ±0.5%. 

Fig. 3-2d and 3-2e show 1D images of the water saturated Berea rock core plug 

before and after B1 correction. The corrected 1D image was produced by employing the 

relative B1 map of Fig. 3-2c. The test phantom had the same diameter as the Berea 

sample to ensure similar transverse B1 averaging. The test phantom was longer than the 

Berea core plug to ensure proper B1 correction. 
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                 (a)                                             (b) 

 
              (c)                                            (d) 

 
                                             (e) 

 
 
Figure 3-2 (a) A 1D axial profile of the polymer test phantom scanned at 0.2 T with 
a solenoid RF probe. (b) Linear plots of the signal magnitude versus the pulse 
duration for eight RF pulse durations at three different positions along the long axis 
(Y) of the RF probe (�) 40.7 mm, (�) 95.9 mm and (q) 119.6 mm. The 
uncertainties are smaller than the data symbol and are not displayed. (c) The 
relative B1 map of the RF probe determined according to Eq. (3.7). (d) 1D axial 
profile of a water saturated Berea core plug before and (e) after correction by 
employing the relative B1 map of (c). The test phantom employed was longer than 
the Berea core plug but has the same diameter. 
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3.4.3 3D B1 mapping at 2.4 T 

Fig. 3-3 shows XY and XZ, 2D B1 planes extracted from the 3D B1 map for the 8-

rung birdcage coil employed at 2.4 T. For each orientation three different planes, one in 

the centre and two close to the edges, are shown. The maximum B1 value is 1.7 G while 

the minimum B1 value is 0.5 G. The 180° pulse length was measured as 42 µs with 50% 

power for a very small test sample placed in the centre of the RF probe. Eq. (3.8) was 

employed to determine the absolute B1 in gauss everywhere else inside the RF probe. The 

XY 2D planes show a signal increase in proximity to the birdcage coil struts. Signal 

enhancement occurs because of the strong B1 field near the edges of the RF probe [36-

46]. The B1 distribution in the central part of the sample space is noticeably more uniform 

than near the edge of the sample space.  

 
 

Figure 3-3 2D images of the B1 field distribution ( XZ plane, left column, and XY 
plane, right column) from 3D B1 maps for the eight-rung birdcage coil at 2.4 T. For 
each orientation three different planes, one in the centre and two close to the edges, 
are shown.  
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3.4.4 3D B1 mapping at 0.2 T 

Figure 3-4 shows XY and XZ, 2D B1 planes extracted from the 3D B1 map for the 

solenoid employed at 0.2 T. For each orientation three different planes, one in the centre 

and two close to the edges, are shown. The maximum B1 value is 0.37 G while the 

minimum B1 value is 0.1 G. The 180° pulse length was measured as 68.8 µs with 50% RF 

power for a very small test sample placed in the centre of the RF probe. Eq. (3.7) was 

employed to determine the absolute B1 in gauss everywhere else inside the RF probe.  XY 

2D planes show signal decrease near the edge of the probe. Signal intensity reduction 

occurs because of the low B1 field strength near the ends of the solenoid [35, 44]. 

 
 

Figure 3-4 2D images of the B1 field distribution (XZ plane, left column, and XY 
plane, right column) from 3D B1 maps for solenoid at 0.2 T. For each orientation 
three different planes, one in the centre and two close to the edges, are shown.  
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3.5 Discussion  

3.5.1 1D and 3D B1 mapping at 2.4 T 

 The non-uniformity in the 1D axial profile for the uniform gel sample in Fig. 3- 

1a arises from the 3D spatial distribution of B1 reported in Fig. 3-3. Longitudinally, B1 is 

strongest near the ends of the birdcage. Transversely, it is strongest near the conductors. 

Our results agree well with other 3D B1 mapping measurements and calculations for 

birdcage coils [37-46]. 

3.5.2 1D and 3D B1 mapping and B1 correction at 0.2 T 

The 1D spatial distribution of B1 at 0.2 T, Fig. 3-2c, is different from that at 2.4 T. 

The RF coil at 0.2 T was a solenoid; at 2.4 T it was a birdcage. The B1 strength inside a 

solenoid varies greatly along its axis of symmetry. The B1 mapping results in this paper 

agree well with other B1 mapping measurements and calculations of the B1 field inside a 

solenoid [35, 44].  

 B1 field correction of density profiles, as reported in section 3.4.2 and Fig. 3-2e 

yield very high quality results with a uniform experimental sample yielding a uniform 

density profile. 

The correction procedure outlined relies on a 1D B1 measurement. It is of course 

eminently feasible to do 3D B1 mapping in order to correct a 1D experimental profile. We 

note however that low field MRI instruments, such as the 2 MHz MARAN DRX, which 

are ideally suited to 1D profiling, do not have a 3D gradient set and they are restricted to 

1D B1 mapping. 
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3.5.3 Choice of phantom 

The phantom employed for B1 mapping and image correction must be uniform. 

Unless κ ρ0 exp(-tp/T2
*) in Eq. (3.6) is constant over the space mapped, the ratio of slopes 

will not be a simple ratio of B1
2 field strengths.  

The transient longitudinal magnetization, in a SPRITE acquisition modulates the 

acquired signal in an exponential fashion and acts like an exponential “filter” in 

conventional NMR [47]. This convolution may blur the profile edges in a way that 

depends on the flip angle. This makes the profile edges less reliable and they are not 

considered in this B1 mapping method. As a result, it is necessary that the phantom for B1 

mapping be longer than any real sample to be imaged, so that the edges of the sample 

may be properly defined in the corrected image.  

For the 1D image correction, it is equally important that the phantom and sample 

diameters match. Otherwise the transverse B1 variations, for example as shown in Fig. 3-

3, will lead to erroneous correction. The 1D correction inherently assumes that the spins 

are uniformly distributed, radially, in the sample. If they are not, then the correction will 

be in error. 

3.5.4 SNR consideration 

1D axial profiling is very common in low field MRI, typically the imaging axis 

coincides with the long axis. The results of Figs. 3-2a and 3-2c show that the B1 field in 

this orientation will be very inhomogeneous. Hence B1 correction is critical for the 

generation of quantitative 1D profiles. 



 

 

 

53 

One important application of 1D axial profiling is in the quantitative MRI of fluid 

saturated reservoir core plugs. Current methodologies correct B1 inhomogeneity by 

employing a reference sample that is often a reservoir core plug at a different saturation 

level. The effects of B1 inhomogeneities are removed by dividing the sample image by 

the reference sample image assuming the reference sample was 100% saturated. This 

method works only so long as there are no other differences, such as relaxation times, 

between the two samples, and is not an ideal approach. This process also requires two 

images for a ratio measurement, which degrades the SNR of the corrected profile. 

The new method for B1 correction (Eq. (3.8)) employs the relative B1
2 map 

without any sensitivity to differences in relaxation times or other effects within the 

sample of interest. With a single high precision reference B1 map, one can acquire a high 

quality corrected profile of the sample of interest. The B1 correction procedure will 

introduce negligible degradation of SNR. 

3.5.5 B1 correction for conductive samples at low field 

In order to apply the B1 map, produced by employing a polymer phantom, for 

conductive sample profile corrections, one should consider the quality factor alteration of 

the RF probe in the presence of a conductive sample. The quality factor of an NMR RF 

probe is the ratio of its admittance (Lω) to the equivalent resistance R: 

 

Q =
L!0

R
 

 
 

( 3.9 ) 

 
where ω0 is the Larmor frequency, L corresponds to the self-conductance [44]. The 

alternating B1 from the RF coil induces eddy currents in a conducting sample in the 
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sample space. These eddy currents increase the resistance R in Eq. (3.9) and consequently 

Q decreases [44,48-50]. 

If the B1 field derived for unit current in the xy plane is (B1)xy when the transmitter 

is on, the irradiating field (B'1)xy is given by [5]: 

 

(B1
' )xy = (B1)xy

PQ
L!0

 

 
 

( 3.10 ) 

 
 

where P is the supplied power which is dissipated entirely in the equivalent resistance of 

the coil and electrically conducting sample [44]. Thus the B1 field strength varies with the 

square root of the Q factor.  

At low field the sample conductivity has negligible effect on the probe Q factor 

and the dependence of B1 on Q is through a square root. For small variations of Q, the B1 

field, measured by employing the polymer sample, may still be applied for B1 correction 

with a brine saturated rock core plug.  

3.5.6 Optimal range of pulse lengths 

In order to generate a relative or absolute B1 map from a plot of signal intensity 

versus tpulse , Eq. (3.5), an appropriate range of tpulse must be chosen.  

The minimum possible tpulse is a function of the hardware, specifically the RF 

pulse rise and fall times, as well as the exact shape of the RF pulse. The minimum pulse 

length also needs to generate an image with an acceptable SNR. In the work presented 

here, the minimum tpulse employed was 1.4 µs, equal to a flip angle of 2.4°.  



 

 

 

55 

In considering the maximum flip angle, one should recall that Eq. (3.5) is based 

on a small angle approximation. The error associated with this approximation increases 

from 0.05% for a 3° flip angle to 0.6% for an 11° flip angle. In this work, the maximum 

flip angle of 8° has an associated error of 0.3%. The bandwidth of all pulses employed in 

the measurement must be sufficient to fully excite the full range of spins across the 

sample. 

After determination of the pulse length range, the remaining question is how to 

distribute the data points, tpulse in Eq. (3.5) along the x axis between a minimum and 

maximum. As discussed by Draper and Smith [51], if one knows the relation of interest is 

linear, one should choose minimum and maximum x axis points and take half of the 

experimental measurements at each point. This gives the minimum standard error in the 

slope to be determined [51]. 

We have found in practice that data points distributed between the maximum and 

minimum pulse length is preferred since it provides a simple check on the integrity of the 

measurement. We have settled on the employment of 6-8 different pulse lengths and a 

minimum signal to noise ratio of 10, for the shortest pulse duration image. A least 

squares fitting approach was employed to extract B1
2. Noise was assumed to be constant 

for each data point. 

 In principle it would be possible to increment pulse power changing the flip angle 

while fixing the pulse length. However, it is difficult in practice to reliably change the 

pulse power, particularly in the limit of low flip angles  [52]. Incrementing the pulse 

width for fixed power is however very reliable. 
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3.5.7 B1 mapping in the vicinity and outside of birdcage and surface coil RF probes 

As a pure phase encode method, the new B1 mapping method will work well in 

the presence of conductive structures, which both support eddy currents and distort the 

local B0 field through susceptibility mismatch. 

The B1 mapping technique may be employed to determine B1 outside of the 

ordinary sample space. In such measurements we may employ either the background 

signal of the probe [36], Fig. 3-5 or we may employ temporary polymer blocks to provide 

background signal. Thin structures are less reliable since the images will be blurred, so 

mapping the image intensity variation in each pixel may not be reliable. 

 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
Figure 3-5 A 2D image of an RF probe with significant background signal The 
background MR signal arises from the polymer material employed in building the 
probe.  

 

One way to alleviate the blurring problem in B1 mapping is to reduce the flip 

angle range in SPRITE but this yields a reduced image SNR. An alternative solution is to 



 

 

 

57 

employ a longer TR to carry out full magnetization recovery after excitation. A long TR 

cannot be employed with SPRITE techniques, because of duty cycle restrictions. An SPI 

measurement [53,54] with a long TR has the advantage of avoiding T1 blurring effects 

and will make relative B1 mapping possible for thin structures. 3D SPI imaging however 

requires tens of hours for phantoms with a T1 of hundreds of ms.  

The other possibility to solve the T1 blurring problem and maintain the time 

efficiency of the SPRITE measurement is to add, “dummy scans” at the beginning of the 

acquisition to allow the magnetization to stabilize in the steady state. Neither approach 

has been implemented in the current work to map B1 through the probe background 

signal. 

3.5.8 RF pulse rise/fall time measurement 

The intercepts in Figs. 3-1b and 3-2b are consistently non-zero with opposite 

polarity for the two instruments employed. The RF pulse rise and fall time variations alter 

the effective time of the RF pulse and, as a result, the effective flip angle [52]. 

To quantify the effect of the pulse length on the RF pulse shapes, the minimum 

acceptable pulse length and effective time of the pulse, a pickup coil and an oscilloscope 

were employed to register the waveform of the RF pulses directly from the solenoid at 

0.2 T and the birdcage at 2.4 T. Plots of the pulse area versus nominal pulse length 

showed the minimum acceptable pulse duration was 1 µs for both RF probes. For pulse 

durations less than this minimum the RF pulse is affected by non-stabilized rise and fall 

times. The 2.4 T birdcage RF probe had rise and fall times of 1.30 µs and 1.05 µs. The 
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0.2 T solenoid RF probe had rise and fall times of 1.25 µs and 1.40 µs. Rise and fall times 

were based on 10-90% amplitudes. 

Effective pulse lengths were compared with the nominal pulse length by Eq. 

(3.11): 

 

Teff =
f (t)dt!

< RFmax >
 

 
 

( 3.11 ) 

 
where ∫  f(t) dt is the area under the RF waveform magnitude and <RFmax> is the average 

value for the highest amplitudes in the RF pulse envelope. Fig. 3-6 shows a non-ideal 8.5 

MHz, 4 µs pulse duration, measured with a pickup coil positioned inside the solenoidal 

RF probe.    

The different effective pulse lengths explain the negative and positive intercepts 

in Figs. 3-1b and 3-2b. For the birdcage probe Teff was less than the nominal pulse 

duration for each pulse length so the images produced have less signal intensity than 

anticipated. Teff less than the nominal pulse length caused the plots in Fig. 3-1b to be 

shifted in the negative direction along the signal magnitude axis. This yields negative 

intercepts. 

Effective pulse lengths, which are longer than the nominal pulse length, yield 

intercepts, which are positive in plots such as those of Fig. 3-2b.  

The intercept values calculated with Eq. (3.11) agree with the intercept values in Figs. 3-

1b and 3-2b. 
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Figure 3-6 A 4 µs RF pulse waveform measured by a pickup coil and a 100 MHz 
bandwidth oscilloscope for the solenoid at 0.2 T compared to an ideal 4 µs RF pulse. 
Employing Eq. (3.11), the area under the RF pulse envelope was compared to an 
ideal rectangular RF pulse with the same amplitude and pulse length equal to Teff . 
Teff was calculated to be 4.110 µs ±  0.005 and 3.920 µs ±  0.001 for the solenoid and 
the birdcage, respectively.  
 

3.6 Conclusion 

A new technique for producing B1 maps and correcting image non-uniformities 

due to B1 variation was demonstrated. The B1 mapping method is based on measurements 

of image intensities acquired with a series of low flip angle excitation pulses employing 

centric scan SPRITE. Unlike B1 mapping techniques that are based on frequency encode 

images, B1 mapping based on SPRITE as a pure phase encode approach is largely 

immune to eddy current and B0 inhomogeneity effects and free from image distortions 

caused by susceptibility variations, chemical shift and paramagnetic impurities. The local 
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image intensity is proportional to B1
2, ensuring high sensitivity to local B1 variation in the 

sample space.  

The relative B1
2 maps produced by the new method were employed to correct 

non-uniformities due to excitation and reception in SPRITE images. The intensity of the 

corrected image better represents the sample distribution. The B1 mapping technique is 

multi-dimensional and readily translated to both high field and low field systems.  
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Chapter 4 - Mapping B1-induced Eddy Current Effects Near Metallic 

Structures in MR Images: A Comparison of Simulation and Experiment 

The B1 mapping method based on pure phase encode SPRITE which was 

introduced in Chapter 3 is largely immune to gradient-induced eddy currents, B0 

inhomogeneity and magnetic susceptibility variations. The purpose of this Chapter is to 

employ the new B1 mapping method to isolate and determine B1-induced intensity 

distortion effects in the sample space adjacent to metal structures. 

This chapter is largely based on the paper “B1 mapping with a pure phase encode 

approach: quantitative density profiling” published in the Journal of Magnetic 

Resonance, 250 (2015) 17-24. However, a significantly greater level of detail and 

mathematical rigor is provided herewith.  The format of references in this chapter follows 

that of the original article.  

 

Abstract 

Magnetic resonance imaging (MRI) in the presence of metallic structures is very 

common in medical and non-medical fields. Metallic structures cause MRI image 

distortions by three mechanisms: (1) static field distortion through magnetic susceptibility 

mismatch, (2) eddy currents induced by switched magnetic field gradients and (3) radio 

frequency (RF) induced eddy currents. Single point ramped imaging with T1 

enhancement (SPRITE) MRI measurements are largely immune to susceptibility and 

gradient induced eddy current artifacts. As a result, one can isolate the effects of metal 

objects on the RF field. The RF field affects both the excitation and detection of the 
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magnetic resonance (MR) signal. This is challenging with conventional MRI methods, 

which cannot readily separate the three effects. 

RF induced MRI artifacts were investigated experimentally at 2.4 Tesla by 

analyzing image distortions surrounding two geometrically identical metallic strips of 

aluminum and lead. The strips were immersed in agar gel doped with contrast agent and 

imaged employing the conical SPRITE sequence. B1 mapping with pure phase encode 

SPRITE was employed to measure the B1 field around the strips of metal. The strip 

geometry was chosen to mimic metal electrodes employed in electrochemistry studies. 

Simulations are employed to investigate the RF field induced eddy currents in the 

two metallic strips. The RF simulation results are in good agreement with experimental 

results. Experimental and simulation results show that the metal has a pronounced effect 

on the B1 distribution and B1 amplitude in the surrounding space. The difference in 

electrical conductivity between  the metals has a minimal effect. 

4.1 Introduction  

Magnetic resonance imaging (MRI) is an essential measurement and diagnostic 

tool in medical and non-medical fields. Metal implants like screws, hip prostheses and 

clips are very common clinically. The presence of metallic structures in the sample space 

causes image distortions. Recently, the challenges of imaging near metal surfaces in 

electrochemical MRI studies have been investigated. MRI has enormous potential for the 

development of energy devices such as batteries and fuel cells, and can also be extended 

to investigate other electrochemical processes [1-3]. In materials science, MRI has been 

developed for spatially resolved analysis of fluids in porous media [4-7], MR 
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measurements employing metal vessels enclosing both probe and sample at high pressure 

and variable temperature provide unique information about the microscopic behavior of 

liquids [8]. Metal vessels may lead to severe image distortions, but these distortions can 

be mitigated by careful choice of MRI method.  

Metals produce local artifacts that distort MR images in regions close to the 

metal. Artifacts due to metallic objects may be caused by (1) static field magnetic 

susceptibility mismatch, (2) eddy currents induced by switched magnetic field gradients 

or (3) radio frequency (RF) field eddy currents [9-18]. 

Susceptibility artifacts arise from local static field (B0) inhomogeneities caused by 

discontinuities in magnetic susceptibility at the boundaries of the metallic material and 

are characterized by geometric distortions in the readout direction of the image, 

perturbation in the selected slice and signal intensity variations. The severity of the 

artifact depends on the metallic object geometry, orientation with respect to the static 

field, the magnetic susceptibility difference, and the strength of the B0 field [18-23]. 

Methods for B0 inhomogeneity correction have been suggested in the literature [24-27]. 

Metallic objects generally have reduced susceptibility artifacts when their long axis is 

parallel to B0 [18]. 

Switched magnetic field gradients and RF pulses can induce eddy currents in a 

metallic object, which may result in image distortion and image artifacts [20, 28-33]. In 

each case the varying field alters the magnetic flux through the conductive object and 

induces eddy currents due to Faraday’s law. Lenz’s law states that the eddy current flows 

so as to oppose the flux change inside the current path. RF eddy currents induced in the 

metallic object can result in B1 enhancement or cancellation near the surface of the object 
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[12, 17]. B1 homogeneity in the sample space can be significantly altered. Due to the 

principle of reciprocity, any variation in the B1 field has an effect both on signal 

excitation and signal detection. The time varying B1 field caused by eddy currents is 

superimposed upon the originally applied B1 field [16]. 

The severity of metal-related image distortions is determined by the pulse 

sequence and sequence parameters. Gradient recalled echo (GRE) methods are very 

sensitive to the presence of metal [34]. Intravoxel dephasing is the dominant cause of 

signal loss in GRE imaging, resulting in signal loss around the metal in the processed 

images. Decreasing the echo time and decreasing the voxel size will reduce the degree of 

intravoxel dephasing due to B0 inhomogeneity [34]. Spin echo sequences apply 

refocusing RF pulses that correct for static/fixed magnetic field inhomogeneity [34]. 

Misregistration artifacts occur in the frequency encoding direction but not in the phase 

encoding direction [20, 35-37]. A technique called view angle tilting (VAT) has been 

shown to reduce metal related artifacts. VAT suffers from image blurring across the 

image field of view (FOV) and low image signal to noise ratio (SNR) [38-40]. Single 

point imaging methods [35-37] with longer times for gradient stabilization can solve 

these problems to a significant extent. SPRITE imaging, one type of single point imaging 

method, may be employed to isolate B1 related distortions since B0 inhomogeneity, 

chemical shift, magnetic susceptibility, and magnetic field gradient induced eddy current 

artifacts are largely eliminated.  

Ilott et al. [9] have recently undertaken an experimental and simulation study of 

the electrical effects associated with lithium MRI studies of metallic lithium. Their study 
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concentrated on the B1 induced eddy current distribution in the lithium conductor and its 

spatial variation due to the skin effect. 

In the current work, B1 mapping has been undertaken to measure distortions in the 

B1 field in the sample space surrounding metal conductors. We also analytically measure 

the local B1 field in the sample space with a recently introduced B1 mapping method [41]. 

The SPRITE MRI signal in each pixel (or voxel) is proportional to B1
2 due to B1 

sensitivity in both excitation and reception. Therefore, the method is very sensitive to B1 

variation in the sample space [41].  

Simulations of B1 field induced eddy currents are also presented. The B1 induced 

eddy currents result in distortion of the B1 field in the sample space. The B1 simulation 

results are in good agreement with experimental results and show the significant effects 

of metal on the B1 field distribution and B1 amplitude in surrounding space. B1 field 

distortion around good conductors is largely independent of the conductivity value. Thus, 

the difference in electrical conductivity of the metals has a minimal effect.  

4.2 Theory 

4.2.1 Theoretical consideration of B1-induced artifacts 

Eddy currents are induced in metallic structures by the time-varying magnetic 

field components of B1. Faraday’s law of induction explains this phenomenon. For a 

static conductor exposed to time varying magnetic flux: 
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where EMF is the induced electromotive force due to changing flux !  through a 

conductive object. 
!
B1  is the magnetic field applied for excitation and !n  is the normal 

vector perpendicular to the surface S. The induced electromotive force causes an 

electrical current to flow in the conductor. The induced currents produce local time-

varying magnetic fields and as a result, the uniformity of 
!
B1  in the sample space will be 

disturbed. 
!
B1  intensity distortion may result in a higher or lower  amplitude of 

!
B1  locally 

around a metallic object, which increases or decreases the local excitation flip angle. By 

the principle of reciprocity, the local RF artifacts are compounded by altered receive 

sensitivity of the MR coil [12].  

The change in transmit and receive sensitivity due to the presence of a metallic 

structure, assuming linear RF polarization, can be understood by considering a simple 

circuit model [12]. When current I, at frequency ω0 is applied to a RF probe, the total 

effective magnetic field, B1 (transverse to B0), produced by the RF coil in the presence of 

the metallic structure is given by: 
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( 4.2 ) 

 
where B1,app is the transverse field per unit current applied by the RF coil in the absence 

of the metallic structure and B1,ind is the transverse field induced per unit current in the 

metallic structure. Only the transverse components will be considered because they are 

involved in exerting a torque on the net magnetic moment [12]. M is the mutual 

inductance between the RF coil and the metallic structure and Zmetal is the total 

impedance of the metallic structure. Zmetal is split into Rmetal (resistance) and jω0Lmetal 
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(reactance), ignoring the small capacitance. In calculating the transmit sensitivity, one 

should be concerned solely by the magnitude of B1. Any phase variation will be exactly 

cancelled in receive mode, provided the same RF coil is employed for transmission and 

reception [12, 17].  

The fractional changes in transmit and receive sensitivity of the RF coil, θTS and 

θRS [12], because of the presence of a metallic structure, are: 
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in which, Zmetal = Rmetal + jω0Lmetal. The term jω0M/Zmetal is dependent upon the electrical 

parameters of the metallic structure and M would normally include a geometrical factor. 

At high frequency, ω0Lmetal is much greater than Rmetal [17], which contributes only 0.5% 

to the overall impedance, so the resistive term can be ignored. Dominant terms therefore 

only depend on metal geometry and are independent of the metal's conductivity! metal , 

which has an effect only through Rmetal ∝ 1/σmetal. In this case Eq. (4.3) can be simplified 

as: 
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The induced field, B1,ind of Eq. (4.4) is geometry dependent and can be calculated 

by applying the Biot-Savart law [12] (assuming quasi-static conditions). 

4.2.2 Electromagnetic field analysis 

The electromagnetic field may be expressed employing the differential form of 

Maxwell’s equations [42,43]. In particular: 
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in which (for linear, isotropic, and homogeneous media): 
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where permittivity ε is the constant of proportionality between the electric flux density 

(electric displacement) vector 
!
D  and the electric field intensity vector 

!
E . The 
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permeability µ is the constant of proportionality between the magnetic field intensity 

vector 
!
H  and the magnetic flux density vector 

!
B . 
!
J  is the density of free currents [43]. 

Eq. (4.5) is another statement of Faraday’s law, shown earlier as Eq. (4.1). 
!
J  may be expressed as the sum of 

!
J0  (input current) and induced eddy current, 

!
Jind  current. Applying Ohm’s law (

!
Jind =!

!
E ), where σ is the electrical conductivity, for 

the latter current results in 
!
J  being expressed as: 

 
!
J =
!
J0 +!

!
E  

 
 

( 4.10 ) 

 
In this work, RF radiation of the sample including a metal strip surrounded by a 

gel is considered and there are only induced eddy currents (
!
J0 = 0 ). Substituting Eqs. 

(4.8) and (4.10) in Eq. (4.6): 

 
!
!"
!
H =!

!
E +! #

!
E
#t

 

 
 

( 4.11 ) 

 

Note that the displacement current ( ) is negligible inside the metal strip 

(i.e.
 

) and the current density ( ) is negligible inside the gel phantom 

where σ is low (i.e.
 

). 

By taking the curl of Eq. (4.11) and considering that the del operator and the time 

derivative operators (whether taken once or twice) will commute: 

  

! 

"
! 
D 
"t

= #
"
! 
E 
"t

  

! 

"
! 
E >> #

$
! 
E 
$t   

! 

! 
J ="

! 
E 

  

! 

"
! 
E << #

$
! 
E 
$t
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!
!"
!
!"
!
H =! (

!
!"
!
E)+! #(

!
!"
!
E)

#t
 

 
 

( 4.12 ) 

 
Applying Faraday’s law, Eq. (4.5), to Eq. (4.12) given that 

!
!"
!
!"
!
H =
!
!(
!
!#
!
H )$

!
!2 !H  

and 
!
!"
!
H = 0 : 

 
!
!2 !H =!µ

"
!
H
"t

+!µ
"2
!
H

"t2
 

 
 

( 4.13 ) 

The term on the left hand side of Eq. (4.13) is the Laplacian of the vector field 
!
H , 

which may be written in Cartesian coordinates as: 

 
!
!2 !H =

"2
!
H

"x2
+
"2
!
H

"y2
+
"2
!
H

"z2
 

 
 

( 4.14 ) 

 
Sinusoidal oscillations are assumed for the temporal field variation.  It is possible 

to define a vector field 
!
H (x, y, z, t) : 

 
!
H (x, y, z, t) =

!
H0 (x, y, z, t) e

j!t  

 
 

( 4.15 ) 

 
Details outside this assumption are beyond the scope of this thesis. Therefore Eq. (4.13) 

may be written as: 

 
!
!2 !H = j!"µ

!
H "! 2µ"

!
H  

 
 

( 4.16 ) 
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The differential equation for the case of a single component of the magnetic field Hy 

inside a sample including a metal strip surrounded by a gel, is determined from Eq. 

(4.16): 

 !
!2Hy = j!"µHy "!

2µ#Hy

= j!µ(" + j!#)Hy  

 
 

( 4.17 ) 

 
Note that this single component field is applicable to an MR measurement where a 

linearly polarized RF field is applied along a given direction. The vector wave equation 

in Eq. (4.17) may be expressed as: 

 

 
!
!2Hy " k

2Hy = 0  

 
 

( 4.18 ) 

 
where k is a  propagation constant [42].  Hence, we may rewrite Eq. (4.17) as:    

 
!
!2Hy " j!µ(" + j!#)Hy = 0  

 
 

( 4.19 ) 

 
and 

 

k2 = j!µ(" + j!#)  

 
 

( 4.20 ) 

 
The propagation constant k is the sum of attenuation and phase constants, which are 

typically denoted as α and β, respectively (i.e. k =! + j" ). Rewriting Eq. (4.20) in terms 

of α and β [42]: 
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( 4.22 ) 

 
The attenuation constant α is expressed in Nepers per meter (Np/m) and shows the 

attenuation of the field as it propagates through a medium. The phase constant β in rad/m 

will determine the amount of phase shift. The distance the wave must travel in a lossy 

medium to reduce its value by a factor of e-1 is defined as the skin depth (δ = 1/α). 

 In this work a metal strip was surrounded by a low conductivity gel.  The 

conductivity of the metal strip is large relative to that of the gel. Hence, (σ/ωε) 2 >> 1 

within the metal strip and Eqs. (4.21) and (4.22) are dominated by the conduction current 

density term.  Similarly, (σ/ωε) 2 << 1 for the gel and Eqs. (4.21) and (4.22) are 

dominated by the displacement current density term.  For each of these two cases, the 

exact forms of α and β as shown in Eqs. (4.21) and (4.22) can be approximated by 

simpler forms [42] as summarized in Table 4.1.  

From these simplified terms, it is apparent that the B1 field in a high conductivity 

metal is highly attenuated and does not effectively penetrate the conductor while 

experiencing rapid phase changes.  In contrast,  the B1 field in the low conductivity gel is 

not significantly attenuated and does effectively penetrate while experiencing moderate 

phase changes. 
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Solutions to Eq. (4.17) are not readily determined analytically. We have therefore 

resorted to numerical simulation in order to calculate RF magnetic field distributions in 

and around the sample space. In electromagnetic simulations, it is natural to employ 
!
H , 

since permeability and susceptibility effects may be determined from 
!
H . However, since 

!
B  contains induced magnetization as well as the direct effect of 

!
H , it is the appropriate 

quantity to use in MR of finite permeability materials [44].   

 

Table 4.1 Propagation constants in a good dielectric and a good conductor 

                                                Good dielectric                             Good conductor 
                                                     

! 

"
#$

% 

& 
' 

( 

) 
* 
2

<<1                                      

! 

"
#$

% 

& 
' 

( 

) 
* 
2

>>1 

Attenuation constant, α             

! 

"
2

µ
#

                                                 

! 

"µ#
$

 

Phase constant,  β                        

! 

" µ#                                                

! 

"µ#
$

                                                                                                

4.2.3 B1 mapping around metallic structures 

The new technique for B1 mapping, described in Chapter 3, was employed to map 

B1 around the objects of interest [41].  

Practical measurement of the local B1 proceeds via Eq. (4.23) by incrementing 

tpulse, the excitation pulse duration, in successive images while maintaining the low flip 

angle limit [41]. Plotting local signal versus tpulse permits determination of B1 via the 

slope in each pixel or voxel.
 
 

 

Slocal (
!r ) =! "0 (

!r )exp(!
tp
T2
* )! B1

2 (!r )tpulse  

 
 

( 4.23 ) 
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Slocal is a unitless signal intensity in image space and κ is a constant of 

proportionality. !0  is measured in grams of 1H per unit volume material at any point !r , 

tp is the phase encoding time between RF excitation and signal reception and T2
* is the 

effective spin-spin relaxation time. For tp << T2
*, the exponential term may be neglected. 

B1 is the component of the RF field produced in the transverse plane and γ is the 

gyromagnetic ratio [41]. 

4.3 Experimental 

MRI experiments were performed on a Tecmag (Houston, TX) Apollo console 

equipped with a Nalorac (Martinez, CA) 2.4 T 32 cm i.d. horizontal bore 

superconducting magnet (Nalorac Cryogenics, Martinez, CA). The RF probe was a 

homebuilt quadrature eight-rung birdcage 4.5 cm in diameter and 10 cm in length, driven 

by a 2 kW (American Microwave Technology, Brea, CA) 3445 RF amplifier. A 200 mm 

i.d. gradient set driven by x, y and z Techron (Elkhart, IN) 8710 amplifiers, provided 

maximum gradient strengths of 5.9 G/cm, 5.4 G/cm and 10.6 G/cm, respectively, in this 

work. The RF probe was employed with a single mode of excitation and reception (linear 

polarization of B1).  

A conical SPRITE [36] image was acquired for a uniform cylindrical vial of gel 

doped with 0.2 mM GdCl3 enclosing a rectangular strip of aluminum (Al), which is 

minimum purity 95.8% (Metal Supermarkets, Mississauga, ON, Canada). The electrical 

parameters of Al are summarized in Table 4.2. The Al strip was 3 cm in length, 1 cm in 

width, and 2.3 mm in thickness. The gel was 4 cm in length and 4.4 cm in diameter with 

bulk relaxation times of T2
* = 2.5 ms (measured from a single exponential fit to the free 
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induction decay) and T1 = 21 ms. Conical SPRITE imaging sequence parameters were: 

FOV = 10×6.5×6.5 cm3, SW = 250000 Hz; 64 k-space points were acquired each with a 

phase encoding time tp = 100 µs with TR = 2 ms, signal averages = 32, 90° pulse duration 

33 µs with 60% RF power. The conical SPRITE pulse length was set to 4 µs, which 

corresponds to a 6.6° flip angle. The phase cycle for both the RF pulses and the receiver 

was xxyy . The acquisition time for each image was 1 h and 17 min.  

 

Table 4.2 The physical properties of the metal strips employed in the experiments 

and in the simulations 

Parameters            Al             Pb 
Conductivity, σ (S/m)         3.5✕107          4.8✕106 
Relative Permeability, µr        1.00002          0.99998 
    

For the 3D B1 mapping experiments, a uniform cylindrical vial of gel, doped with 

0.2 mM GdCl3, 6 cm in length and 3.5 cm in diameter enclosed a rectangular strip of Al, 

or lead (Pb), minimum purity 98% (McMaster-Carr, Elmhurst, IL). The electrical 

parameters of Pb are summarized in Table 4.2. The strips were 5.5 cm in length 8.5 mm 

in width and 2.3 mm in thickness. A set of 3D SPRITE images was acquired for 3D B1 

mapping [41]. Conical SPRITE [36] imaging sequence parameters were: FOV = 13×6×6 

cm3, SW = 250000 Hz, 64 k-space points were acquired each with a phase encoding time 

of tp = 100 µs with TR = 2 ms, signal averages = 32, 90° pulse duration 33 µs with 60% 

RF power. The conical SPRITE RF pulse length was set to 3 µs, 3.5 µs, 4 µs, 4.5 µs, 5 

µs, and 5.5 µs. The shortest and longest pulse durations are equal to 5° and 8° flip angles, 
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respectively. The phase cycle for both the RF pulses and the receiver was xxyy . The 

acquisition time for each image was 1 h and 17 min.   

The Acciss, Unisort and Unifit processing packages, developed in the IDL 

(EXELIS, Boulder, CO) programming environment by the UNB MRI Centre were 

employed for image reconstruction, display and signal intensity mapping. 

CST Microwave Studio (Framingham, MA), a finite element analysis software 

[45], was employed for the RF eddy current simulations. CST Microwave Studio is an 

electromagnetic field analysis program that can calculate eddy currents and resulting 

magnetic fields. As input parameters, the shape of the object, permeability, permittivity, 

electrical conductivity, and RF field frequency are given. As output parameters, CST 

provides the spatial distribution of the magnetic field intensity 
!
H  along with induced 

current distributions 
!
J  on conductive structures. In the electromagnetic simulation, the 

space was divided into many small mesh elements. The resulting mesh was generated 

such that regions-of-interest are meshed to a finer degree than those of less interest [28]. 

The number of mesh cells impacts the accuracy of the solution as well as the simulation 

run time. The simulations were completed using a PC with a 2.66 GHz Intel Core i7-

M620 CPU with 8 GB of RAM installed.  

4.4. Results and discussions  

The dimensions and orientations of the metal strips, employed in two different 

experimental geometries, are illustrated in Fig. 4-1. Figs. 4-1a and 4-1b illustrate the first 

geometry in which the surface of the metal strip is perpendicular to the B1 field but 

parallel to B0. x, y, and z are the laboratory frame of reference which correspond to our 
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imaging (gradient) axes. Note that the B1 field direction of the birdcage probe employed 

is not aligned with the laboratory axes. It makes a 45° angle with the y axis. We have 

chosen 45° off axis to represent the general case for a birdcage probe where the B1 field 

direction is not naturally aligned with the laboratory frame of reference, unlike the case 

of a solenoid RF probe. The B1 field orthogonal to the metal structure is a geometry 

employed in our simulations, other theoretical calculation [18], and experimental results 

in the literature [1]. 

Figs. 4-1c and 4-1d show the second experimental geometry. Fig 4-1c shows the 

position of the metal strip in the GdCl3 doped gel. Fig 4-1d shows the B1 and B0 field 

orientations. The surface of the metal strip in this case is in the same plane as the B1 field  

(xy plane) and perpendicular to B0. Once again the B1 field is oriented 45° off the y axis 

and is representative of a birdcage RF probe. The physical properties of the metal strips 

are reported in Table 4.2. 
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       (a)                                              (b) 

 
                  (c)                                               (d) 

 

 
 
 

Figure 4-1 The dimensions and orientations of the metal strips employed in two 
different experimental geometries. (a) and (b) show the first case in which the 
surface of the metal strip was perpendicular to the B1 field and parallel to B0. x, y, 
and z are laboratory (imaging) axes. The RF probe is a birdcage probe where the B1 
field direction is not automatically aligned with lab axes x or y. (c) and (d) show the 
second case in which the surface of the metal strip is in the same plane as the B1 field 
(xy plane) and perpendicular to B0. (c) shows the position of the metal strip in the 
GdCl3 doped gel in the second case, (d) shows the directions of B1 and B0 with 
respect to the metal strip. A birdcage RF probe was employed to generate B1. 
 

As stated in Section 4.2.2, the B1 field penetrates the gel with little attenuation (α 

small) but is significantly attenuated (α large) by the metal and results in the formation of 

RF eddy currents. Similarly, phase changes through the gel are moderate while there are 

rapid changes through the metal. 
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We now consider experimental results with the first geometry where the surface 

of the metal strip is parallel to B0 and perpendicular to B1. Fig. 4-2a shows 2D slices of 

the relative B1 field distribution (B1/B1max) (xy and xz planes) from experimental 3D B1 

maps for a uniform vial of gel doped with GdCl3 enclosing a strip of Al, with orientation 

as shown in Fig. 4-1a and 4-1b. For each orientation, five different planes, one in the 

center and four displaced from the center, are shown. The B1 field homogeneity outside 

the metal strip is severely distorted with a very characteristic dipole pattern of enhanced 

B1 and suppressed B1 apparent in the transverse plane maps. B1 artifacts will be 

maximized when the B1 field is perpendicular to the surface of the strip (Eq. (4.1)). The 

dipole pattern in the xy planes is in agreement with theory [18], experiments [1] and the 

simulation results that are reported below, confirming the excellent performance of our 

B1 mapping method to measure B1 in the presence of metallic structures.  

Regions with enhanced and reduced B1 in the xy planes are symmetric due to the 

symmetric shape of the metal strip. Near the eddy current, B1 is stronger but the decrease 

in B1 strength is inversely proportional to distance from the current source (Biot-Savart 

law). Midway between the long edges of the strip, the superposition of the induced fields 

exactly cancels the applied field giving a net B1 field of zero. 

Asymmetry in the B1 field alteration above and below the metal strip in the xz 

plane (longitudinal slice, right side of Fig. 4-2a, is a result of the metal strip making an 

angle of 45° with the imaging axes (x,y), as shown in Fig. 4-1b. The central longitudinal 

slice is far from induced currents (along the long edges of the strip). No intensity 

distortions due to B1,ind (the B1 caused by induced eddy currents) will be observed above 

and below for the central longitudinal slice. As the xz planes displayed are displaced from 
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the central plane, the region of the xz plane closest to the induced currents will experience 

greatest B1 distortion (B1i = B1i,ind + B1,app, i = x’, y’), while the other side further from the 

induced currents, experience a reduced B1. 

Fig. 4-2b shows 2D slices of the relative B1 field distribution (B1/B1max) (xy and xz 

planes) from experimental 3D B1 maps for a uniform vial of gel doped with GdCl3 

enclosing a strip of Pb (σPb/σAl = 1.37 × 10-1), with orientation as shown in Figs. 4-1a and 

4-1b. The results are qualitatively the same as Fig. 4-2a, suggesting that that the electrical 

conductivity of the metal has a minimal effect on the B1 field in the surrounding space. In 

agreement with expectation (section 4.2.1), these results confirm that the B1 field 

distortion around conductors is largely independent of the conductivity values. 
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              (a)                                             (b) 

 
 

Figure 4-2 (a) and (b) 2D slices of the relative B1 field distribution (B1/B1max) in the 
xy (to the left of each figure) and xz (to the right) planes. 2D slices are from 3D B1 
maps for a uniform vial of gel doped with GdCl3 enclosing (a) a strip of Al or (b) a 
strip of Pb, for the geometry in Fig. 4-1a and 4-1b. For each orientation (xy and xz), 
five different planes, one in the centre of the object and four displaced from centre, 
are shown.       

We now consider the second geometry of Fig. 4-1 in which the surface of the 

metal strip is parallel to B1 and perpendicular to B0. Fig. 4-3 shows 2D slices (xz and xy 

planes) from a 3D SPRITE image of a uniform vial of gel doped with GdCl3 enclosing a 

strip of Al, Figs. 4-1c and 4-1d. The colour bar shows signal intensity in arbitrary units. 

For each orientation, one slice in the center of the object is shown. No B1 distortions due 
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to RF eddy currents were observed in the 2D xz slices although B1 is spatially 

heterogeneous as expected for a birdcage coil (see Chapter 3). B1 artifacts will be 

minimized when the B1 field is parallel to the surface of the strip (EMF ≈ 0 according to 

Eq. (4.1)). Note that eddy currents may still be induced in the thickness of the strip (0.23 

cm), but they are negligible due to the geometry factor (surface S in Eq. (4.1) is very 

small). The results are in accordance with the theory (Eq. (4.1)); images are free from B1 

artifacts in this case. The 2D images are free from geometrical distortion due to switched 

magnetic field gradients or magnetic susceptibility variations. 

The xy transverse 2D slice does show a petal shaped signal variation in proximity 

to the birdcage coil struts, Fig. 4-3, where the B1 field is very strong. The struts on the left 

and right side of the metal strip surface in the xy slice were the reason for the signal 

enhancement at top and bottom of the xz slice in Fig. 4-3 (longitudinal slice).  

 
 

Figure 4-3 2D slices (xy and xz planes) from a 3D SPRITE image for a uniform vial 
of gel doped with GdCl3 enclosing a strip of Al for the geometry in Fig. 4-1c and 4-
1d. The colour bar shows signal intensity in arbitrary units. For each orientation 
one slice in the center of the object is shown. Signal enhancement occurs near the 
end of the sample in the xy and xz 2D slices are due to the strong B1 field near the 
birdcage coil struts.  
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Since no B1,ind  artifacts were observed for the case in which the surface of metal 

strip is parallel to B1 and perpendicular to B0, no simulations were undertaken.  The B1,ind  

profoundly affects the first experimental geometry, Figs. 4-1a and 4-1b. Electromagnetic 

simulations were undertaken to match the experimental results to the theory. Fig. 4-4a 

illustrates the dimensions and orientations of the metal strips employed in the 

simulations. The dimensions were identical to the samples studied in Fig. 4-2. Note that 

the simulation axes (x’,y’,z’) are different from the imaging axes (x,y,z). They are rotated 

about the z axis by 45°.  

The direction of the applied B1 field, B1y’,app, was along y’. Fig. 4-4a shows a 

perspective view of the development of B1 induced eddy currents when B1y’,app is 

perpendicular to the surface of a metallic strip. According to Faraday’s law of induction, 

Eq. (4.1), B1y’,app induces an EMF which results in eddy currents. These eddy currents are 

concentrated at the edge of the metal strip due to the skin effect at high frequencies [18] 

resulting from a large attenuation constant α (theory section 4.2.2). The eddy currents 

induce a RF magnetic field B1,ind . At the mid-point of the z-directed edge, B1,ind possesses 

only components in the x’ (B1x’,ind) and y’ (B1y’,ind) directions.  

Fig. 4-4b shows a side on view of a central x’y’ section (cross section view) of the 

metal strip in Fig. 4-4a. The induced eddy currents I+ and I− are into and out of the x’y’ 

plane, respectively. The B1,ind fields are represented by the dashed lines, with a direction 

indicated by the arrowheads. The amplitude of the induced fields is inversely proportional 

to the distance from the current source in accordance with the Biot-Savart law [43]. In the 

proximity to the induced current, B1,ind  effects are maximal. In areas far from the 

currents, the influence of B1,ind is minimal. At points shown by (×), midway between the 
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induced currents, the superposition of the induced fields exactly cancels out the applied 

field, giving a net magnetic field of zero. Knowing the direction and amplitude of B1x’,ind 

and B1y’,ind, one can predict the direction and amplitude of the net B1 field at each point in 

space (B1i = B1,ind + B1,app, i = x’,  y’).  

CST Microwave Studio was employed to simulate the spatial distribution of the 

magnetic field intensity 
!
H  around the metal strip. 

!
H and magnetic flux density vector 

!
B  

are proportional by a constant of proportionality µ as shown in Eq. (4.9). In the 

simulations, the medium surrounding the electrode and gel was specified to be free space 

(i.e. and µ = µ0, ε = ε0).  

The spatial distribution of the magnetic field intensities H1x’ and H1y’ in units of 

A/m from simulations, near and outside the modeled Al strip are shown in Figs. 4-5a and 

4-5b. In each figure, a central x’y’ plane is shown. The H1x and H1y distributions are 

superposition of H1x’,ind and H1y’,ind with the applied H1, H1,app, H1i = H1i,ind + H1,app, i = x’, 

y’. The extent of the region in which H1,ind is significant is proportional to the amplitude 

of the RF induced eddy currents. Large amplitude eddy currents will flow at low 

electrical resistance (high σ) and high EMF (induced voltage), resulting from the high 

rate of change of the applied magnetic flux (i.e. large !
!
B1
!t

). At high frequency, the 

impedance of the metal strip will be dominated by a reactive component (Zmetal = Rmetal + 

jω0Lmetal), thus the resistance of the metal, Rmetal, will have negligible effects. 
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(a) 

 
(b) 

 
 

Figure 4-4 (a) The dimensions and orientations of the metal strips employed in the 
simulation. The simulation axes (x’,y’,z’) are different from the imaging axes (x,y,z). 
They are rotated about the z axis by 45°. A perspective view of the development of 
B1 induced eddy currents in the metal when B1y’,app is perpendicular to the surface 
of the metal strip is shown. (b) The side on view of a central x’y’ cross section of the 
metal strip in (a). The induced eddy currents I+ and I− are into and out of the x’y’ 
plane, respectively. The B1,ind fields are represented by the dashed lines. Arrows 
indicate the direction of the field. The B1,ind fields are represented by the dashed 
lines. Arrows indicate the direction of the field. At points shown by (! ), midway 
between the induced currents, the superposition of the induced fields exactly cancels 
out the applied field, giving a net magnetic field of zero. 
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Calculations were also undertaken based on Eq. (4.4) for Al and Pb samples with 

the same geometry. Direct calculations show the effects are negligibly small (< 0.008% 

change in jω0M/Zmetal). Simulation results are in agreement with both the theory and the 

experimental results. Local changes of H1 caused by the presence of metal are 

approximately the same (0.1% difference) for Al and Pb and are determined by the 

experimental geometry, which is identical. The electrical conductivity of the metal had 

negligible effects on the spatial distribution and amplitude of H1. 

Fig. 4-5a shows H1x’, the superposition of H1x’,ind and H1,app (H1x’ = H1x’,ind + H1,app) 

near  the Al strip. Note that H1,app is along the y’ axis for this simulation so H1x’  has the 

same amplitude and distribution as H1x’,ind. One can interpret the H1 pattern as shown in 

Fig. 4-5a by considering the eddy current and B1, ind directions as shown in Figs. 4-4a and 

4-4b, respectively. H1x’,ind is directed along the +x axis at the top and bottom of loops a 

and c, respectively.  Similarly, H1x’,ind is directed along the -x axis at the top and bottom 

of loops b and d, respectively. The maximum of H1’ind occurs in the region near the 

induced current. The amplitude of H1x’,ind decreases as the distance from the top and 

bottom of each loop increases although the orientation of the field does not change. 

Fig. 4-5b shows H1y, which is the superposition of H1y’,ind and H1y’,app (H1y’ = 

H1y’,ind + H1y’,app) near the Al strip. One can interpret the B1 pattern as shown in Fig. 4-5b 

by considering the eddy current and B1,ind directions as shown in Figs. 4-4a and 4-4b, 

respectively. At the points on left side of the loops a and d as well as right sides of the 

loop b and c, H1y’,ind is positive with maximum strength near the induced currents. 

Further from the currents the strength will be reduced. At points on right side of the loops 

a and d as well as left sides of the loop b and c, H1y’,ind is along –y’ with maximum 
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strength near the induced currents. The superposition of the induced fields exactly 

cancels out the applied field, resulting in a net magnetic field of zero at the midway 

points labelled as (×) in Fig. 4-4b, midway between the induced currents.  

Simulation was also undertaken to account for the effect of the gel with an 

electrical conductivity of 1 S/m. No effect of gel conductivity was observed (results not 

shown). However, simulation for a gel with higher electrical conductivity  (σ > 100 S/m) 

showed the gel behaving more as an RF shield. The first term on the right hand side of 

Eq. (4.17) (penetration of 
!
H  into the conductor), becomes relatively large and will be 

large inside the gel. Due to the skin effect, the electric current mainly flows near the 

surface of the conductive gel.  

Simulations for both the Al and the Pb strips were performed. However, the 

results were essentially the same for both conductors. Therefore, only the results for the 

Al strips are reported in this work. 

Note that the B1 field was applied perpendicular to the strip surface, as shown in 

Fig. 4-1b, and the same RF coil was utilized for signal detection (detecting B1y’ along y’). 

Based on the principle of reciprocity, the signal can be detected only along B1,app and 

only the B1,ind components corresponding to the B1,app direction produce a signal. 

Therefore, Fig. 4-5(b) H1y’ distributions (H1y’ = H1y’,ind + H1y’,app) were compared with the 

experimental B1 mapping results in Fig. 4-6. 
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(a) H1x’                                                                                 (b) H1y’ 

 
 
Figure 4-5 Magnetic field intensities H1x’ and H1y’ distributions from the simulation, 
outside the modeled Al strip for the geometry of Fig. 4-4b. H is measured in units of 
amperes per meter (A/m). (a) shows H1x’ which is equal to H1x’,ind  near and around 
the Al strip. There is no component of applied field in the x’ direction (H1x’,app = 0) 
(b) shows H1y which is superposition of H1y’,ind and H1y’,app near and around the Al 
strip.  
 

Figs. 4-6a and 4-6b show the central 2D slices of the relative B1 field distribution 

(B1/B1max) (xy planes) produced from the B1 mapping experiment for the Al and Pb strips, 

respectively. Figs. 4-6a and 4-6b are in a good agreement with Fig. 4-6c which is the 

normalized version of the results in Fig. 4-5b. The normalized version of Fig. 4-5b was 

employed to facilitate comparisons of local B1 changes between the experimental and 

simulation results. In Fig. 4-6c H is replaced by B/µ in which µ will be cancelled in the 

normalization process (B1/B1max = H1/H1max). Local B1 changes in the experiment and 

simulation are in excellent qualitative agreement.  
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 (a)                                                       (b) 

 
                             (c) 

 
 

Figure 4-6 A comparison of relative B1 distribution (B1/B1max) produced from the B1 
mapping experiment for the Al and Pb strips and the simulation result for the 
geometry in Figs. 4-4b. (a) and (b) show central 2D xy planes of the relative B1 field 
distribution for Al and Pb, respectively. (c) shows normalized versions of the H1 
simulations as shown in Fig. 4-5b for the Al strip. The x’ and y’ axes were rotated to 
overlap the x and y axes in order to facilitate the comparison of the simulation and 
experimental results.  
 

4.5 Conclusion 

B1 induced artifacts in the presence of metal strips which mimic electrodes were 

investigated. The B1 induced distortions depend on the orientation between the metal strip 
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and the B1 field. Two geometries were considered: (1) the surface of the metal 

perpendicular to B1 and parallel to B0 and (2) the surface of the metal parallel to B1 and 

perpendicular to B0. The first geometry lead to non-intuitive B1 distortions, the second 

geometry was free from metal related B1 artifacts. 

A recently developed B1 mapping technique was employed to measure distortions 

in the B1 field in the presence of the metal strips for the first geometry. Simulations of B1 

field induced eddy currents were also undertaken. The B1 induced eddy currents result in 

distortion of the B1 field in the sample space for the first geometry. The B1 simulation 

results were in good agreement with experimental results and illustrated the significant 

effects of the conductors on the B1 field distribution and B1 amplitude in surrounding 

space. The electrical conductivity of the metal has a negligible effect. 

The results are particularly important for NMR and MRI of batteries and other 

electrochemical devices. In electrochemical MRI, orienting the electrodes such that they 

are largely parallel to the B1 field (B0 field either parallel or perpendicular) will 

significantly reduce B1 eddy current induced effects. 

The objects utilized in this work were electrode-like strips of metals, but one can 

employ the B1 mapping experiment and/or simulations to quantify B1 related effects 

around arbitrarily complex structures. 
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Chapter 5 - Region of Interest Selection of Long Core Plug Samples by 

Magnetic Resonance Imaging: Profiling and Local T2 Measurement 

In Chapter 3, B1 maps were employed to correct non-uniformity over 1D axial 

profiles of porous media. In this chapter, a second approach is introduced for quantitative 

density profiling of porous media. When the sample of interest is longer than sensitive 

region of the RF probe and the region of constant magnetic field gradient, as shown in 

Fig. 5-1, the profiles may be heavily distorted and non-quantitative. An adiabatic 

inversion pulse, which is insensitive to B1 non-uniformities, is applied in the presence of 

a slice selective magnetic field gradient to select a small portion (a “slice” or a “slab”) of 

a long sample. An adiabatic inversion pulse slice selection lends itself to a selective T2 

distribution measurement when a CPMG pulse sequence follows the slice selection. 

This chapter is largely based on the paper “Region of interest selection of long 

core plug samples by magnetic resonance imaging: profiling and local T2 measurement” 

published in the journal Measurement Science and Technology, 25 (2014) 035004-

0350014. The format of references in this chapter follows that of the original article. 
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Figure 5-1 A sample of interest longer than sensitive region of the RF 
probe and the region of constant magnetic field gradient. Slice selection 
and slab selection are in order of a few millimeters and a few 
centimeters, respectively.  

 

Abstract 

Magnetic resonance imaging (MRI) is increasingly employed as a core analysis 

technique by the oil and gas industry. In axial profiling of petroleum reservoir core 

samples and core plugs, the sample of interest may frequently be much longer than the 

natural field of view (FOV) defined by the radio frequency (RF) sensor and region of 

constant magnetic field gradient. Profiling such samples with a low field MRI will result 

in distorted, non-quantitative axial profiles near the edge of the FOV with data from 

outside the desired FOV folding back into the image, when the gradient magnetic field 

homogenity region is shorter than the region of RF excitation. The quality of MRI as a 
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core analysis technique is increased if imaging can be performed on intact samples with 

the FOV reduced to the region of interest (ROI), either to increase the image resolution or 

to reduce the total time for imaging. A spatially selective adiabatic inversion pulse is 

applied in the presence of a slice selective magnetic field gradient to restrict the FOV to 

an ROI that is a small portion of a long sample. Slice selection is followed by a 1D 

centric-scan SPRITE measurement to yield an axial fluid density profile of the sample in 

the ROI. By employing adiabatic pulses, which are immune to RF field non-uniformities, 

it is possible to restrict the ROI to a region of homogeneous RF excitation, facilitating 

quantitative imaging. The method does not employ conventional selective excitation, but 

a subtraction based on images acquired with and without adiabatic inversion slice 

selection. 

The adiabatic slice selection lends itself to a selective T2 distribution 

measurement when a CPMG pulse sequence follows the slice selection. The inversion 

pulse selects a slice on the order of 1 cm at an arbitrary position. The local T2 

distributions measured are of similar quality to bulk CPMG. This method is an alternative 

to MRI-based techniques for T2 mapping in short relaxation time samples in porous 

media when T2 is required to be measured at only a few positions along the sample, and a 

resolution of 1 cm is acceptable. 

This chapter is largely based on the paper “Region of interest selection of long 

core plug samples by magnetic resonance imaging: profiling and local T2 measurement” 

published in the journal Measurement Science and Technology, 25 (2014) 035004-

0350014. The format of references in this chapter follows that of the original article. 
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5.1 Introduction 

Magnetic resonance imaging (MRI) is commonly employed for clinical diagnostic 

imaging but its routine application to spatially resolved analysis of fluids in porous media 

is still developing. Bulk magnetic resonance analysis of fluids in reservoir cores and core 

plugs, measuring absolute fluid content and relaxation time distributions, is a routine part 

of petroleum reservoir core analysis. 

Recent developments in quantitative MRI of reservoir rock core plugs have led to 

the development of new core analysis methods for capillary pressure, and other 

measurements [1-8]. MR core analysts seek to measure samples of increasing length. 

Centric-scan SPRITE MRI is employed for spin density measurements of rocks 

[9-11], due to its reliability and immunity to image distortions caused by magnetic 

susceptibility variation, chemical shift and paramagnetic impurities. SPRITE has 

inherently no slice selection and therefore requires a more sophisticated approach to limit 

the region of interest (ROI). In axial profiling of petroleum reservoir core samples and 

core plugs, the samples of interest may frequently be much longer than the natural field 

of view (FOV) defined by the radio frequency (RF) probe and region of constant 

magnetic field gradient. Axial profiling of such samples will result in distorted, non-

quantitative profiles near the edge of the FOV due to RF field variation and nonlinear 

magnetic field variations. In order to solve this problem, and to better resolve small 

portions of the sample, spatially selective RF pulses may be adapted from clinical MRI to 

restrict the interrogation to an ROI [12-16] that is a small section of the long core sample. 

In this work a technique has been developed to produce an axial profile of the 

ROI within an extended sample. The experimental goal is slab selection with subsequent 
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1D imaging in the slab direction, not orthogonal to the slab. A “slab” is a rather thick 

slice of interest between 1 and 6 cm. MRI derives much of its efficacy from the detection 

of signals spatially localized to specific ROIs. This is typically accomplished by a 

combination of methods including selective excitation and outer volume suppression 

(OVS) [17-34]. Selective excitation is a routine technique in MRI and conventionally 

rotates the longitudinal magnetization in the slice of interest into the transverse plane 

[35]. Magnetization in the slice then begins to change through T2∗ and T2 decay 

processes. This process will be particularly problematic for a fluid saturated porous 

medium, where a T2 distribution is common, and where one wishes in the first instance to 

generate a map of fluid content. T2*	
  and T2 are characteristic MR exponential decay time 

constants [36, 37]. In the most common OVS approach, signal suppression is achieved by 

exploiting one or more frequency-selective pulses that convert the initial magnetization 

M0 into transverse magnetization Mxy that is subsequently dephased by pulsed magnetic 

field gradients. Such OVS approaches generally provide excellent signal suppression, 

provided the RF field is relatively homogeneous so that each position in the sample 

experiences a flip angle of 90°.   

It is natural to consider a spatial localization methodology, which involves 

manipulating the longitudinal magnetization in the slice. The selected magnetization will 

evolve from a non-equilibrium condition according to the local T1. The T1 time constant 

describes the initial development of the sample magnetization when placed in the 
!
B0  

magnetic field and recovery of equilibrium longitudinal magnetization after perturbation. 
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T1 will also be a distribution, however in porous media T1 is always substantially longer 

than T2 [38]. 

In the technique herein presented, a frequency-selective adiabatic inversion pulse 

[39] is applied in the presence of a slice selective magnetic field gradient. This is 

followed by 1D centric-scan SPRITE [9, 16] to yield an axial profile, which includes an 

inverted slice within a long core sample. The imaging sequence is applied a second time 

without the ROI selection to yield an axial profile of the whole sample. The difference of 

these two profiles yields an axial profile of the ROI alone, with the signal from out-of-

slice regions suppressed. This slab selection procedure may be naturally considered an 

Mz magnetization preparation procedure with a centric-scan SPRITE density imaging 

read out [17]. This method is conceptually similar to the ISIS technique for spatial 

localization but its application to porous media and to the determination of the T2 

relaxation time distribution is our goal [40 -42]. 

Since the slab selection technique ensures the magnetization out of the slice is 

completely suppressed one can perform the imaging experiment with reduced FOV in 

order to increase the resolution or to reduce the phase encode imaging time [12-16]. 

Bulk CPMG can be employed to measure T2 at different positions with adiabatic 

slice selection. Other slice selective CPMG sequences have been previously employed in 

the suppression of unwanted spectral components in T2 decays. CPMG sequences have 

been employed with E-BURP-2 [43], RE-BURP [44] and TROSY selection [45] and 

DANTE-Z slice selection [46]. The advantage of slice selective CPMG employing 

adiabatic inversion is the immunity to RF field variation. 
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5.2 Material and methods 

5.2.1 Hyperbolic secant frequency-selective adiabatic inversion pulse 

Adiabatic pulses are amplitude and frequency modulated pulses, which are widely 

employed in MR and MRI [39, 47-55]. The sweep of RF pulse frequency from one side 

of resonance (Larmor frequency, ω0) to the other generates an RF magnetic field, 
!
B1

which causes a rotation of sample magnetization 
!
M . The net rotation is insensitive to 

changes in the RF field amplitude, which is a feature of the adiabatic pulse approach. In 

the frame rotating at the Larmor frequency ω0, 
!
M  will precess about the effective RF 

field (B
!"
eff ), Fig 5-2. For a pulse with a frequency which differs from ω0 by Δω this 

effective field is given by [15]: 

 !
Beff =

!
B1 +

!!
"
ẑ '  

 
 

( 5.1 ) 

As is indicated in Fig. 5-2 the adiabatic sweep is described by rotation of B
!"
eff with 

angular velocity 
!
! , which is perpendicular to the plane formed by the direction of 

!
B1  

and z´ (aligned with
!
B0 ). The trajectory of B

!"
eff  is generally considered in a frame of 

reference (x´, y´, z´) rotating at the instantaneous frequency of the RF pulse. The B
!"
eff axis 

is shown in Fig. 5-2. In adiabatic fast passage the orientation of B
!"
eff  is changed in such a 

manner that 
!
M  is able to followB

!"
eff  throughout the pulse that is the angle between them 

remains sufficiently small. 
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Figure 5-2 The effective magnetic field in the reference frame rotating with the 
instantaneous radio frequency (RF) pulse frequency. The adiabatic sweep is 
described by a rotation with angular velocity of 

!
! , Ω  = dθ /dt. The axis z” rotates 

with the effective field. 
 

The rate of change of orientation of B
!"
eff  (Ω = dθ/dt ) must be sufficiently slow 

that 
!
M  is able to followB

!"
eff . Eq. (5.2) represents the condition for adiabaticity in which 

!
!
Beff is the angular velocity of   

! 

! 
M  about B

!"
eff as it precesses: 

 
!
! << !

!
Beff  

 
 

( 5.2 ) 

Adiabatic rotations must be accomplished rapidly relative to the relaxation times 

T1 and T2. Thus the process is called adiabatic fast passage [39, 49, 53, 54, 56]: 

 
2!
T2

<<
!
! << !

!
Beff  

 
 

( 5.3 ) 
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If the conditions expressed in Eq. (5.3) are satisfied, spins in the ROI are inverted 

in manner that avoids T2 contrast and minimizes T1 and T1ρ contrast (T1 > T2 and T1ρ > 

T2) so as to maintain a density contrast in the final image. (T1ρ is the relaxation time 

constant, which describes evolution of nonequilibrium sample magnetization, like T1 but 

in the presence of an RF field.) 

Master equations designed by Tesiram and Bendall, based on numerical analysis 

of hyperbolic secant adiabatic inversion pulses, were employed to design optimum 

adiabatic pulses [57]. The amplitude and frequency modulations were as follows: 

 

B1(t) = RFmaxsech ! 1!
2t
Tp

"

#
$$

%

&
''  

 
 

( 5.4 ) 

 
 

!! =
bw
2

"

#
$
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&
' tanh ! 1(
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"
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''+ s

)

*
+
+

,

-
.
.
 

 

( 5.5 ) 

 
where the amplitude truncation is determined by sech β = 0.01 and β = 5.3, Tp is 

the pulse duration in milliseconds, RFmax is the necessary maximum amplitude in kHz 

and the frequency sweep is ±bw/2 in kHz. The bw (bandwidth) can be written as 2µβ. The 

parameter µ is dimensionless and determines the degree of phase modulation while β 

gives the amplitude truncation level. Dimensionless parameter s is the resonance offset of 

the pulse, where s = 0 denotes an on resonance pulse. Since, in the spectrometer 

employed, the RF pulse is applied in amplitude and phase form, the frequency 

modulation equation changes to a phase modulation equation as follows: 
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( 5.6 ) 

For experimental application of hyperbolic secant pulses, the universal expression 

below, that forms the basis of the Eqs. (5.4) and (5.5), should be employed [57]: 

 

(RFmaxTp )
2 =mRFTpbw+ cRF  

 
 

( 5.7 ) 

Excellent linear plots of (RFmaxTp)2 or (total power) versus Tp bw for the 

hyperbolic secant pulses were obtained by Tesiram and Bendall [57]. There is an 

increasing divergence of data from the fitted straight lines for Tp bw products less than 

10, resulting from violation of the adiabatic condition. mRF and cRF, the slope and 

intercept of  Eq. (5.7), can be calculated by employing Eqs. (5.8) and (5.9). 

 
1
m2

RF

= !2.695 l0 + 2.809  

 
 

( 5.8 ) 

 
 

1
cRF

= 2.885 l0 ! 2.999  

 

( 5.9 ) 

 
l0 (inversion number) is the amount of -z magnetization after the pulse at the 

centre of the inversion profile and percent inversion is defined as: 

 

percent inversion = 50 (1+ l0 )  

 
 

( 5.10 ) 

The degree to which the inversion number l0 is allowed to deteriorate, Δl = l0-lbw, 

at the extremes of bweff (effective bandwidth), must be selected. One must choose a 
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minimum inversion number, lbw, defining the bweff, and thus an acceptable inversion 

quality across the ROI. For the hyperbolic secant pulses Δl should be chosen so that the 

profile wobbles in the shoulder region lie above the lbw value defining bweff. For 

experimental application in the presented method, the values l0 = 0.996, lbw= 0.98 and Δl 

= 0.016 were chosen.     

The bweff is always less than bw because the frequency profile for a hyperbolic 

secant pulse is not perfectly rectangular and bw reflects the width of the profile at half 

height. Plots of the dimensionless quantities Tpbweff versus Tpbw are always linear, Thus 

the following equation was obtained that is in agreement with Eq. (5.8), [57]:               

 
Tpbweff = Tpbw! cbw  

 
 

( 5.11 ) 

In accordance with [57], when Δl < 0.09, as in the current case, the value for cbw 

can be obtained from the following equation: 

 

 

cbw = (0.85!l + 0.025)
"0.5 +1  

 
 

( 5.12 ) 

For experimental application one needs to know the appropriate values of RFmax, 

Tp, and bw for a chosen effective bandwidth, bweff, and a chosen amount of inversion 

guaranteed across bweff. According to [57] the adiabatic condition will not be satisfied for 

Tpbw values less than 10. We satisfy the inequality by choosing bweff = 15 kHz and Tp = 

1.5 ms. bw is then obtained by employing Eq. (5.11). Eqs. (5.8) and (5.9) were applied to 

obtain mRF and cRF for l0 = 0.996 to guarantee the chosen amount of inversion across 
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bweff. Knowledge of values for Tp, bw, cRF and mRF, permits us to calculate RFmax, the 

necessary maximum amplitude, to be 5.7 kHz from Eq. (5.7).  

5.2.2 1D centric-scan (dhk) SPRITE imaging 

To measure axial profiles of the sample and the ROI inverted by the hyperbolic 

secant pulse, the 1D SPRITE method (dhk SPRITE) was employed [9]. The experimental 

goal is a density profile and this is naturally the case for dhk SPRITE. In an MRI 

measurement the signal acquired in the presence of a magnetic field gradient G is a 

sample of a reciprocal space (
!
k ! space ) defined by: 

 
!
k = !

2"
!
Gdt

0

tp!  

 
 

( 5.13 ) 

where tp is the encoding time. SPRITE is a constant time or pure-phase encode MRI 

measurement [58-60] because 
!
k ! space  is sampled one point at a time for fixed tp while 

changing the value of 
!
G . 

In the dhk SPRITE method the centre point of 
!
k ! space  is first acquired and then 

subsequent 
!
k ! space  points are acquired with additional RF pulses as the phase encode 

gradient increments. This removes T1 weighting from the image acquired with 

appropriate measurement parameters. Fig. 5-3 shows the imaging sequence that was 

employed. 
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5.2.3 ROI selection employing adiabatic inversion dhk SPRITE and subtraction 

method 

The experiment consists of two successive scans. In the first scan the 

magnetization will be inverted for the selected slice, Mslice. Mslice is along −z in the slice. 

But everywhere else Mrest is along +z. Thus the first scan is a regular SPRITE experiment 

for Mrest, while for Mslice it is a SPRITE experiment with a prepared (inverted) 

magnetization. In the second scan, the adiabatic inversion pulse is not applied, so at the 

beginning of the SPRITE acquisition the sample magnetization is along +z. The second 

scan is a regular SPRITE experiment. To produce the 1D profile from the selected slice 

only, the first scan should be subtracted from the second one. Such a subtraction 

eliminates Mrest out of the slice and doubles Mslice. The subtraction can be accomplished 

employing real and imaginary parts of either the profiles or the signal in k -space. The 

evolution of prepared and unprepared magnetization during SPRITE acquisition and 

cancelling the unprepared magnetization after subtraction is described in detail in [1]. 

5.2.4 Adiabatic inversion CPMG sequence 

The adiabatic inversion pulse may be combined with a bulk CPMG pulse train as 

shown in Fig. 5-3b. T1 recovery of the inverted slice in adiabatic inversion CPMG takes 

place between the adiabatic inversion and the CPMG sequence (~500 µs for this paper). 

The 90° pulse of the CPMG sequence rotates the magnetization from the −z axis to the 

xy-plane, just as in the first (non-selecting, or bulk CPMG) scan. The only difference 

from the T1 relaxation point of view between those two scans is the T1 recovery during 
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the 500 µs interval after the adiabatic inversion. If T1 is considerably longer than 500 µs, 

the effect will be negligible. This T1 effect is described in [1] 

                  (a) 

 
                  (b) 

 
 
Figure 5-3  (a) 1D axial profiling of a ROI within the sample is achieved by the 
application of the hyperbolic secant pulse in the presence of a slice selective gradient 
is followed by a dhk SPRITE acquisition. One half of k-space is sampled and then, 
after a delay 5T1, the hyperbolic secant pulse is repeated and the second half of k-
space is sampled. The imaging RF pulses are applied at intervals of TR. A single 
point from the FID is collected after the phase encoding time tp. (b) An alternative 
use of the adiabatic inversion measures a localised T2. The adiabatic inversion in the 
presence of a slice selective gradient is followed by a CPMG pulse sequence. 2τ is the 
interval between the 90o and the first echo.  
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5.3 Experimental 

ROI measurements were performed on a MARAN DRX spectrometer (Oxford 

Instruments Ltd, Oxford, UK) with a horizontal bore superconducting magnet (GE NMR 

2T/31 magnet system, charged to 0.35 T), employing a home-built 3-axis gradient set 

with a maximum amplitude of 150 G/cm. A set of three Techron 8606 gradient amplifiers 

were employed for the imaging measurement. A home-built birdcage RF probe was 

employed with a 300 W RF power amplifier (Resonance Instruments Ltd, Oxford, UK). 

All measurements were carried out at ambient magnet temperature of 15 0C. A Berea 

reservoir sandstone core plug, 22.5 cm in length and 2.5 cm in diameter, was employed 

for the experiment. This long core was formed by three 7.5 cm length samples placed end 

to end to simulate a long core sample. After water saturation, the bulk relaxation times 

were T2
* = 572 us, T2(1) = 18 ms, 54%; T2(2) = 108 ms, 46 % with T2 modelled as a bi-

exponential decay, T2(1) and T2(2) labelled the two exponential decay components. The 

T1 was essentially single exponential at 200 ms. 

Magnetization preparation and dhk SPRITE imaging sequence parameters were: 

hyperbolic secant adiabatic inversion Tp = 870 µs, pulse bandwidth = 33 kHz, FOV = 128 

mm; filter width = 125 kHz; 64 k-space points were acquired with a phase encoding time 

of tp = 130 µs. Although the applied Tp was less than the 1.5 ms employed during the 

pulse design, the Tpbw product remains constant and so the adiabatic condition is still 

met. The dhk SPRITE RF pulses were 1.4 µs in duration (8.4o flip angle) with a repetition 

time of TR = 2 ms. 32 k-space points were acquired per inversion. Typical profile images 

were acquired in 1 min and 6 s with 32 signal averages. The phase cycle for the 

hyperbolic secant pulse (slice selective pulse) and SPRITE RF pulses were XXYY  and 
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for the receiver phase was XXYY . Three different magnetic field gradient strengths were 

applied in slice selection to obtain three different slice thicknesses (Gss = 2.5, 2, and 1.6 

G/cm). The time interval between slice selection and commencement of the dhk SPRITE 

sequence was chosen to be 300 µs. This time was required for the slice selective gradient 

to switch off and was chosen to be much less than T1 to minimize T1-mediated recovery 

of magnetization in the inverted slice. 

Slice selective T2 measurements were performed on a Maran DRX-HF (Oxford 

Instruments Ltd, Oxford, UK) 0.2 T permanent magnet. The RF probe was a vertical 

solenoid 10 cm in diameter and 20 cm in length, driven by a 1 kW 3445 RF amplifier 

(TOMCO Technologies, Sydney, Australia). A shielded three-axis gradient coil driven by 

x, y, z Techron (Elkhart, IN) 7782 gradient amplifiers, provided maximum gradients of 26 

G/cm, 24 G/cm and 33 G/cm in this work. 

Adiabatic inversion CPMG was tested using a stack of three cylindrical vials of 

water 1 cm in diameter, doped with GdCl3. T2 of the doped water was 16 ms, 76 ms and 

190 ms. The hyperbolic secant adiabatic inversion with Tp = 870 µs, employed a slice 

selective magnetic field gradient of 11 G/cm. The carrier frequency range of the adiabatic 

inversion pulse was -34 and 34 kHz with respect to the central frequency to invert slice to 

select individual vials. To reduce the effect of gradient eddy currents on the CPMG 

measurement, trapezoidal gradients with 512 points at 1 µs intervals were employed.  

FOV = 80 mm; filter width = 125 kHz; 64 k-space points were acquired with a phase 

encoding time of tp = 150 µs. The phase cycle for the hyperbolic secant pulse (slice 

selective pulse) and SPRITE RF pulses were XXYY  and for the receiver phase was 

XXYY .  
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The CPMG sequence parameters were: Echo time (2τ) = 1 ms, number of echoes 

= 1024, repetition delay = 2 s. 40 s were required for 8 signal averages. After ensuring 

the accuracy of adiabatic inversion CPMG, the measurement was undertaken on 7.5 cm 

water saturated Berea sandstone core plug with the same experimental parameters.  

To test adiabatic inversion dhk SPRITE for zoom imaging with 1D SPRITE axial 

profiling, the Maran DRX-HF (Oxford Instruments Ltd, Oxford, UK) 0.2 T permanent 

magnet was employed. A water saturated Berea sandstone core plug was employed as a 

test sample. Magnetization preparation and dhk SPRITE imaging sequence parameters 

were: Hyperbolic secant adiabatic inversion Tp = 500 µs, filter width = 125 kHz; 64 k-

space points were acquired with a phase encoding time of tp = 150 µs. The dhk SPRITE 

RF pulses were 2 µs (7.5o flip angle) in duration with a repetition time of TR = 1.5 ms. 

Profile images were acquired in 1 min and 6s with 64 signal averages. The phase cycle 

for the hyperbolic secant pulse (slice selective pulse) and SPRITE RF pulses were 

XXYY  and for the receiver phase was XXYY . The slice selective magnetic field 

gradient strength was 7.3 G/cm. The time interval between slice selection and 

commencement of the dhk SPRITE sequence was chosen to be 500 µs. 

The Unisort and Acciss processing packages developed in the IDL programming 

environment (ITT, Boulder, CO) by the UNB MRI Centre were employed for image 

reconstruction and display. The WinDXP program (Oxford Instruments, Oxford, UK) 

was employed for T2 distributions determination. WinDXP is a windows-based software 

toolbox which allows distributed exponential fitting on data acquired using the RINMR 

Windows (Oxford Instruments, Oxford, UK) data acquisition software. 



 

 

 

120 

5.4 Results and discussion 

Fig. 5-4a shows the hyperbolic secant pulse, designed according to the approach 

of Tesiram and Bendall  [57], in complex form. The inversion profile of the pulse, 

calculated in a homebuilt Bloch equation simulation by Dr. Ben Newling, is shown in 

Fig. 5-4b. In accordance with  [57], the minimum number of digitized time steps in the 

pulse shape was set to 1000Tpbweff /70, which was 321 in this work.  

Simulation was employed to optimize the inversion profile for the designed 

hyperbolic secant pulse (Fig. 5-4b). The inversion parameters l0 and lbw [57] were 

measured from the simulated inversion profile. As shown in Fig. 5-3b, the oscillation in 

the simulated profile is much less than the actual noise level in the experimental profiles 

(Figs. 5-4 and 5-5). l0
sim , lbw

sim , bwsim and bweff
sim are shown in Fig. 5-4b, and are the 

inversion parameters that were measured in the simulated profile. Δl should be sufficient 

so the profile wobbles in the shoulder region lie above the lbw
sim  defining bweff

sim   [57]. This 

is illustrated in the figure inset. The standard deviation in inversion number is equal to 

0.002 for one half of bweff
sim , in the simulated inversion profile. 

In Fig. 5-5, a 1D axial profile of the complete Berea sample is also shown. The 

sample was long, 22.5 cm, in comparison to the RF coil length of 10 cm. As shown in 

Fig. 5-5 the received signal is less than half of the full sample length. Because the sample 

is long, RF non-uniformity and magnetic field nonlinearity yield a non-ideal profile near 

the edge of the FOV. The decreased signal near the profile center is due to reduced local 

B1 strength, when averaged over the sample diameter [61]. 
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                   (a) 

 
                          (b) 

 
Figure 5-4 The hyperbolic secant adiabatic inversion selective pulse in complex 
form, the real ( ━ ) and imaginary ( ----- )  parts of the RF pulse amplitude are 
shown. (b) The inverted slice for the HS pulse. A Bloch-equation simulation was 
employed to optimize inversion profile for hyperbolic secant pulse. l0

sim , lbw
sim , bwsim 

and bweff
sim  are the values for inversion numbers, bandwidth and effective bandwidth 

are measured in the simulated inversion profile ( l0
sim = 0.9999, lbw

sim =0.9877 and 
Δlsim= 0.012). Δl should be sufficient so the profile wobbles in the shoulder region lie 
above the lbw

sim  defining bweff
sim  [16]. This is illustrated in the figure inset. 
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In Fig. 5-5 an axial profile of the inverted slice is shown. The hyperbolic secant 

pulse was applied to invert the spins in the ROI and the dhk SPRITE imaging method 

was employed to image the sample. In order to ensure that the RF pulse power was 

sufficient to completely invert the spins in the slice of interest, a free induction decay 

(FID) was measured in the presence of a gradient to calibrate the hyperbolic secant pulse. 

The pulse duration was selected to be 1 ms and the RF power was increased from 0.5% of 

the power required for a broadband 90° pulse to larger values up to the signal null point, 

at 50% of the power required for a 90° broadband pulse. The Fourier transform of the 

signal from the dhk SPRITE sequence was then considered and the pulse duration and RF 

power percentage were adjusted to optimize the slice profile [62]. 

The time-bandwidth product for a typical RF pulse is a constant, so the pulse 

duration can be changed to obtain a desired bandwidth. The hyperbolic secant pulse, 870 

µs in duration with a 3 G/cm slice selective gradient, was employed to obtain the inverted 

profile in Fig. 5-5. A slice width of 3.1 cm was measured. 
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Figure 5-5 A 1D profile of the long Berea core produced by dhk SPRITE imaging ( 
q  ), The 1D profile with  slab selection employing a spatially selective adiabatic 
inversion pulse ( ●  ) and the longitudinal profile of the ROI produced by 
subtracting the data ( ■  ).The image data are phase corrected and the real channel 
of the image for all three profiles has been displayed. The non-uniformity of slices is 
due to the effect of B1 variation in excitation and detection in dhk SPRITE. 
 

The difference of profiles shown in Fig. 5-5 yields an ROI only image with the 

signal from out-of-slice completely cancelled. In order to change the ROI width, the slice 

selective magnetic field gradient strength was changed three times to obtain three 

different slice widths, Fig. 5-6. The adiabatic inversion is essentially unaffected by B1 

inhomogeneity, but the dhk SPRITE profile of the inverted slice still shows the effects of 

B1 variation in excitation and detection. The origin of this effect and its correction are the 

subject of [61]. 
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Figure 5-6 Longitudinal slice profiles for three slice widths. The pulse bandwidth 
was fixed and the slice selective gradient strength altered to change the slice width. 
For slice selective gradient strengths equal to 2.5 ( q  ), 2 ( �  ) and 1.6 ( ●  ) G/cm, 
the slice widths were measured to be 3.7, 4.6 and 5.8 cm with the minimum slice 
width corresponding to the highest gradient strength. The non-uniformity of slices is 
due to the effect of B1 variation in excitation and detection in dhk SPRITE. 
 

To ensure that the conditions for the adiabatic fast passage in the inequality of Eq. 

(5.3) were satisfied, the values for !
!
Beff , 

! 

" t( ) and 2π/T2 can be compared. In the current 

experiment, the function !(t)  has its maximum value of 12000 rad/s in the centre of the 

RF pulse and !
!
Beff  has a minimum value of 36000 rad/s at the centre. Hence, it is easily 

shown that the second part of the inequality in Eq. (5.3), the fundamental condition for 

adiabaticity, is completely satisfied. The ratio of the angular velocity of !
!
Beff  (in the 

middle of the pulse) to relaxation rate in the transverse plane (ΩcentreT2/2π) was 35 for the 

short T2 component (18 ms), and 200 for the long T2 component (108 ms) of the Berea 

sandstone. These values show the angular frequencies in the middle of the pulse are much 
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greater than the relaxation rates in the transverse plane. Hence, the condition for adiabatic 

fast passage is satisfied for our typical Berea sample. The condition is tested when  

passes through the transverse plane, because it is here that the relaxation in the transverse 

plane will occur. The calculation shows that the adiabatic pulse will work well for 

samples with T2 relaxation times longer than 18 ms. It can be predicted that the adiabatic 

pulse will still work well for (ΩcentreT2/2π) > 5. The ratio 5 corresponds to a minimum T2 

of 2.5 ms. We note that the T2 of the Berea is a distribution and there will be low 

amplitude components shorter than 18 ms. The slice selection may be compromised for 

very short T2 components of the distribution. 

T2 relaxation has an effect on the inversion percent in the slice of interest, but T2
* 

will affect the inversion quality of the inverted slice edges. If the line-width (lw) for T2
* is 

close to the radio frequency pulse bw, the inversion profile will be noticeably rounded 

because the frequency profiles will be convolved in the frequency domain with the 

lineshape. In our case T2
*= 575 µs, which is a typical rock T2

* value, the ratio bw/lw = 

19.5 shows that the T2
* effect on slice edges can be neglected. Good quality slice profiles 

will still result for bw/lw > 5. The ratio 5 corresponds to a minimum T2
* of 150 µs. 

The adiabatic inversion CPMG sequence was tested for slab selection accuracy 

employing three cylindrical vials of 1 cm diameter. The doped water in these vials had 

bulk T2s of 16, 75 and 190 ms. Fig. 5-7a shows a 1D profile of the stack of vials, 

produced employing non-selective dhk SPRITE. Fig. 5-7b illustrates bulk CPMG 

measurements on the vials.  

Applying a magnetic field gradient field of 12 G/cm and changing the carrier 

frequency for adiabatic inversion pulses from -34 to 34 kHz with respect to the central 

  

! 

! 
B 1eff
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frequency, individual slices were selected, Fig. 5-8a. Fig. 5-8b illustrates that adiabatic 

inversion CPMG measurements implemented at the selected positions yielded single 

exponential decays with T2 values that agree very well with the reference values (T2a = 16 

ms, T2b= 78 ms and T2c= 187 ms). The subtraction of the bulk CPMG T2 decay and the 

slice selective CPMG T2 decay yields signal only from within the slice of interest. The 

amplitude is twice that of the original signal as observed for the profile measurements of 

Fig. 5-5. Hence the maximum amplitudes of the signal decays are all about two thirds of 

the bulk CPMG decay and show that the method is accurate and quantitative. The heights 

of 1D axial profiles in Fig. 5-8a are different due to their different T1s. 
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(a)                                                           (b) 

 
 
Figure 5-7 (a) A 1D profile of the stack of 1 cm diameter vials of water, produced 
employing non-selective dhk SPRITE. (b) A bulk CPMG decay from all three vials 
yields T2s of 192, 75 and 15 ms. 
 

(a)                                                       (b)                                                                 

 
 
Figure 5-8 (a) Individual profiles selected by adiabatic inversion CPMG. Each vial is 
isolated by one of three scans. (b) Selective T2 decays produced with adiabatic 
inversion CPMG and their single exponential best fits. T2a = 16 ms, T2b = 78 ms and 
T2c = 187 ms. T2 values agree very well with the reference values reported in Figure 
5-6. 
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Adiabatic inversion CPMG was implemented on a water saturated Berea 

sandstone sample, in order to test our ability to measure T2 distributions. Fig. 5-9 shows 

the T2 distributions for the bulk CPMG T2 measurement and adiabatic inversion CPMG 

T2 measurements for three slices of the Berea sample. It is common practice in 

petrophysics to perform multi exponential fitting. Distributed exponential curve fitting 

results are consistent with discrete exponential fittings and with literature measurements 

on similar samples. Bulk CPMG and adiabatic inversion CPMG results are very similar. 

Selective T2 measurements are able to measure T2 components down to 1 ms. The ability 

of the sequence to cover almost the same T2 range as bulk CPMG makes the sequence 

suitable for quantitative analysis. Current techniques for T2 distribution mapping measure 

spatially resolved T2s for the complete sample at image resolution. Adiabatic inversion 

CPMG is a non-imaging method for T2 distribution mapping that is significantly faster 

than image-based methods. This method can be employed as an alternative to multi-echo 

MRI techniques when T2 is to be measured at specific positions of the sample and 

resolution of about 1 cm is acceptable [46]. 
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Figure 5-9 T2 distributions for the bulk CPMG T2 measurement ( ━‥  ) and 
adiabatic inversion CPMG T2 measurements for three slices of Berea sample 1 cm 
in thickness , a central slice placed at origin  ( ━ ), a slice at + 2cm ( - - - ) and one at 
-2 cm ( … ). The slice T2 distributions agree as expected and they are very close to 
the T2 distribution from bulk CPMG. 
 

Fig. 5-10a illustrates implementation of the subtraction method for a 75 mm 

Berea sample with a FOV of 93 mm to select a 30 mm long slab of interest. Fig. 5-10b 

illustrates the subtraction method for the same Berea sample but this time with the FOV = 

60 mm, shorter than sample. Although there are significant artifacts in dhk SPRITE and 

adiabatic inversion profiles, they will not have any effect on the slab of interest produced 

after subtraction. The zoomed slab of interest is free from aliasing artifacts. 
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                                      (a) 

 
                                    (b) 

 
 
 

Figure 5-10 (a) A 1D profile of the long Berea core produced by dhk SPRITE 
imaging with FOV = 93 mm ( ●  ), the one dimensional profile with 30 mm slab 
selection employing a spatially selective adiabatic inversion pulse  ( q  ) and the 
longitudinal profile of the ROI produced by subtracting the data ( ■  ). The image 
data are phase corrected and the real channel of the image for all three profiles has 
been displayed. (b) A 30 mm longitudinal profile of the ROI for the same sample but 
this time with a FOV of 60 mm, less than the sample length. The image data is phase 
corrected and the real channel of the image is shown. 
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5.5 Conclusion 

The results demonstrate ROI selection within the FOV of long core samples by 

employing spatially selective adiabatic inversion pulses. This technique allows for 

reduced FOV, higher resolution imaging and localised relaxation time measurements. 

Adiabatic inversion pulses are immune to RF field inhomogeneities and, if the adiabatic 

fast passage conditions are satisfied, and the interval between inversion and imaging kept 

short (< T1), spins in the ROI are inverted in a manner that avoids relaxation time contrast 

so as to maintain a density contrast in the final image. In addition, the dhk SPRITE 

method following the selection will yield naturally density weighted axial profiles of the 

sample and the inverted ROI. Although spatial encoding and excitation may be non-ideal 

near the edges of the FOV, subtraction of the inversion profile from the whole profile, 

yields an undistorted slice. 

An alternative method to remove aliasing artefacts is phase-oversampling. Double the 

number of phase encoding steps, with half the gradient step size between k-space points, 

may be applied to double the field of view yet retain the same spatial resolution (with no 

aliasing). However, the most important outcome of the adiabatic inversion slice selection 

is local T2 measurement, which is discussed in Chapter 6 in detail. 
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Chapter 6 - A Comparison of Magnetic Resonance Methods for 

Spatially Resolved T2 Distribution Measurements in Porous Media 

The most important outcome of Chapter 5 was a local T2 measurement employing 

adiabatic inversion pulses. In this chapter local T2 measurement results produced by 

adiabatic inversion pulses are compared with two other classes of spatially resolved T2 

distribution measurement methods; Spin Echo Single Point Imaging (SE-SPI) and 

DANTE-Z CPMG. 

This chapter is largely based on a paper “A Comparison of Magnetic Resonance 

Methods for Spatially Resolved T2 Distribution Measurements in Porous Media” which is 

published in the journal Measurement Science and Technology. The format of references 

in this chapter follows that of the journal to which the paper will be submitted. 

 

Abstract 

Naturally occurring porous media are usually characterized by a distribution of 

pore sizes. If the material is fluid saturated, the 1H magnetic resonance (MR) signal 

depends on the pore size, the surface relaxivity and the fluid itself. Measurement of the 

transverse relaxation time T2 is a well-established technique to characterize material 

samples by means of MR. T2 distribution measurements, including T2 distribution 

mapping, are widely employed in clinical applications and in petroleum engineering. T2 

distribution measurements are the most basic measurement employed to determine the 

fluid-matrix properties in MR core analysis.  
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Three methods for T2 distribution mapping, namely spin-echo SPI (SE-SPI), 

DANTE-Z CPMG and adiabatic inversion Carr-Purcell-Meiboom-Gill (CPMG) (see 

section 6.2) are compared in terms of spatial resolution, minimum observable T2 and 

sensitivity. Bulk CPMG measurement is considered to be the gold standard for T2 

determination. Bulk measurement of uniform samples is compared to the three spatially 

resolved measurements. 

SE-SPI is an imaging method, which measures spatially resolved T2s in samples 

of interest. A variant is introduced in this work that employs pre-equalized magnetic field 

gradient waveforms and is therefore able to measure shorter T2s than previously reported.  

DANTE-Z CPMG and adiabatic inversion CPMG are faster, non-imaging, local 

T2 distribution measurements. The DANTE-Z pulse train and adiabatic inversion pulse 

are compared in terms of T1 or T2 relaxation time effects during the RF pulse application, 

minimum pulse duration, requisite RF pulse power, and inversion profile quality. In 

addition to experimental comparisons, simulation results are presented. 

6.1 Introduction 

Magnetic resonance imaging (MRI) is well known for clinical diagnostic imaging 

but can be employed to image fluid saturation and fluid dynamics in porous media such 

as reservoir rock cores. Conventional magnetic resonance (MR) measurements of porous 

media are bulk measurements. Bulk Carr-Purcell-Meiboom-Gill (CPMG) measurement is 

considered to be the gold standard for T2 determination. Many processes that occur in 

porous media are macroscopically inhomogeneous, or the sample may be 

macroscopically heterogeneous. Therefore, spatial resolution of the sample is necessary 
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for accurate measurement [1]. MR measures the 1H signal from fluids within the pore 

space. It is a non-destructive method that can provide quantitative, spatially resolved 

data. These features make it an effective approach for analyzing rock cores and other 

porous media [2, 3].                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   

T2 distribution measurements, including T2 distribution mapping, are employed in 

clinical applications and petroleum reservoir core analysis. They are the most basic 

measurements employed to determine the matrix/fluid properties in MR core analysis. It 

is highly desirable to develop T2 mapping approaches that have a wide dynamic range of 

measurable T2s for complete analysis of relaxation data.  

A high signal to noise ratio (SNR) for the T2 decay is also important, since low 

field MRI instruments are generally employed for relaxation measurements and low static 

field B0 yields low sensitivity. Low B0 field is often advantageous to limit micro and 

macro scale, susceptibility-driven field distortion. 

An accurate interpretation of the T2 distributions is complicated in porous media 

due to existence of different regimes of behavior (surface/diffusion-limited relaxation, 

diffusion in inhomogeneous fields, dependence of the apparent T2 on the echo time of 

CPMG measurement) [4, 5]. When measurements are taken at low static magnetic field 

strength, the internal magnetic field gradient is small, and when a short echo time is 

employed, relaxation due to diffusion is negligible compared to relaxation due to surface 

relaxation [1]. 

Most methods for measuring spatially resolved T2 (T2 mapping) employ multiple-

echo methods with frequency encode magnetic field gradients [6]. A multi-echo back-

projection imaging method has been proposed to generate T2 maps. A one-dimensional 
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pulsed gradient version of the multi-echo imaging measurement has been demonstrated 

[7]. The multi-slice multi-echo method [8] offers a more sophisticated but less 

quantitative method of obtaining relaxation time maps. Relaxation time mapping can be 

appended to any fast imaging method by pre-conditioning RF pulses [9, 10]. Frequency 

encode MRI methods for T2 mapping may suffer from image artifacts and difficulty in 

observing and quantifying short T2 lifetime species. 

Imaging methods for T2 distribution mapping based on MRI with phase encoding, 

for example spin echo single point imaging (SE-SPI), have been introduced [11, 12]. 

While robust and quantitative, conventional SE-SPI suffers from minimum measurable 

T2 values of approximately 2 ms [11]. These drawbacks are significant when measuring 

reservoir rock cores with very short T2 signal lifetime components. This paper shows the 

minimum T2 measurement problem may be diminished by employing pre-equalized 

magnetic field gradients with SE-SPI [13].   

Slice selective CPMG measurements for rock cores have recently been developed 

[14, 15] to yield spatially resolved, but non-imaging, T2 distribution measurements. T2 is 

measured within a discrete slice and the slice can be displaced to measure T2 at different 

locations in the sample. A DANTE-Z pulse train scheme [15, 16] or a hyperbolic secant 

(HS) adiabatic inversion pulse [17, 18] can be employed [14, 15].  

The magnetization selected by the DANTE-Z pulse train and the adiabatic 

inversion pulse lies along the z axis (longitudinal axis), and is thus affected only by T1 

relaxation during the waiting period for eddy current dissipation after switching off the 

slice select gradient. This is advantageous for short T2 samples with T1 > T2 (the 

inequality typical for fluid saturated rocks) [14, 15]. Furthermore, the DANTE-Z pulse 
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train and the adiabatic inversion pulse do not create phase problems when combined with 

other MR measurements (for example CPMG). Phase dispersion  occurs for selective 

excitation of transverse magnetization with a traditional sinc pulse. The DANTE-Z and 

the adiabatic inversion pulse  do not require a refocusing gradient lobe for the slice 

selection gradient thus enabling an earlier start to the acquisition. 

Slice selective CPMG methods are advantageous when T2 needs to be measured 

in only a few representative positions in the sample. When the sample of interest has a 

well-defined large-scale structure, this approach has clear merit. [14, 15]. 

Herein, three MR techniques intended to measure spatially resolved T2 

distributions are compared. SE-SPI, DANTE-Z CPMG and adiabatic inversion CPMG 

are compared in terms of spatial resolution, minimum observable T2, and sensitivity. 

The performance of slice selective CPMG depends on the selective pulse 

performance. Therefore, the DANTE-Z pulse train and the adiabatic inversion pulse are 

compared in terms of T1 or T2 relaxation time effects during the RF pulse application, 

minimum pulse duration, requisite RF pulse power, and inversion profile quality. 

Simulation results are also presented. 

6.2 Materials and methods 

6.2.1 SE-SPI measurements 

The SE-SPI method is illustrated in Fig. 6-1. Transverse magnetization is phase 

encoded during the first pulse interval τ0. XY-16 phase cycling [19] is applied to preserve 

transverse magnetization components during the CPMG echo train. Eq. (6.1) gives the 
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transverse magnetization after the nth echo. The signal observed from each echo is 

directly proportional to the transverse magnetization. 

 

 

Mxy =M0 e
!
2!0
T2 e

!
(n!1)2!
T 2  

 
 

( 6.1 ) 

 

 
 
Figure 6-1 T2 mapping spin echo single point imaging (SE-SPI) method. Transverse 
magnetization is phase encoded during the first pulse interval and then read out 
through multiple refocusing. To preserve the imposed phase shift upon refocusing, a 
XY-16 phase cycle is employed. 
 

 T2 is the spin-spin relaxation time constant, M0 is the initial magnetization and 2τ 

is the refocusing period between 180° pulses. The first echo 2τ0 is longer than 2τ due to 

the application of the phase encode magnetic field gradients. Fourier transformation (FT) 

of the spatially resolved echoes generates a series of T2-weighted profiles. At every pixel 

a CPMG T2 decay is produced. Inverse Laplace Transform (ILT) of the decay results in 
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generation of a T2 distribution at every pixel [11].  This method can yield poor SNR per 

unit time especially for samples with a long T1 signal lifetime. Previous work [11, 15] 

showed that SE-SPI has a minimum measurable T2 of approximately 2 ms. This 

limitation stems from the need for pulsed phase encode magnetic field gradients between 

the 90° pulse and the first 180° pulse. A relatively long τ0, to allow eddy currents to 

dissipate, prevents measurement of short T2 signal lifetime components.  

6.2.2 DANTE-Z CPMG 

The DANTE-Z selective inversion pulse scheme consists of a train of short, 

strong RF pulses, N’, each with flip angle !  ≪ !, spaced τD apart. Only resonances that 

are offset from the transmitter by Δν = N/τD Hz, where N is an integer, are significantly 

affected by the pulse train [14, 20-24]. The transmitter frequency ν0 and 1/τD may be 

selected to ensure only one sideband (ν0 + 1/τ) falls within the region of interest (ROI). 

The DANTE-Z CPMG method, Fig. 6-2 a [15], consists of two successive scans: 

during the first scan, the magnetization is inverted from z to -z inside a desired frequency 

band, while during the second scan, all magnetization is maintained along z. Subtracting 

the signals from those two scans leaves only signal from the selected frequency band. 

When the selected magnetization is along the z-axis, the magnetization will be principally 

affected by T1 relaxation. In porous media T1 is always longer than T2 [25-27]. Therefore, 

DANTE-Z CPMG should be advantageous when the sample of interest is a fluid bearing 

porous medium. Eq. (6.2) gives the transverse magnetization after the nth echo. Once 

more the signal amplitude of each echo is directly proportional to the transverse 

magnetization. 
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where M+Tp  is the selected z magnetization, including relaxation time effects, with a 

selective pulse duration of TP. The time tinterval is the delay after the slice selective pulse is 

turned off, before the first 90° pulse. During this interval the ramped slice selection 

gradient acts like a spoiling gradient. 2nτ is the total duration of the CPMG measurement. 

T1 is the spin-lattice relaxation constant. Relaxation during the pulsed excitation, interval 

Tp, is complicated since it occurs during RF irradiation. M+Tp is not readily determined 

analytically. We employed numerical simulations to investigate the effects of T1 and T2 

during selective pulse excitation. 

6.2.3 Adiabatic inversion CPMG 

As described in Chapter 5, adiabatic pulses are amplitude and frequency 

modulated pulses [28-32]. The MR signal is excited by sweeping the effective magnetic 

field, Beff, adiabatically so the magnetization vector M remains approximately collinear 

with Beff. One important benefit of adiabatic pulses is the ability to excite over a broad 

range of resonant frequencies with a high degree of tolerance to RF field non-uniformity. 

The adiabatic rotation should be performed rapidly relative to relaxation times T1 and T2. 

As was shown in Chapter 5, adiabatic inversion CPMG, Fig. 6-2b [14], consists of 

two successive scans: during the first scan, the magnetization is inverted from z to -z 

inside a desired frequency band, while during the second scan, all magnetization is 

maintained along z. Subtracting the signals from those two scans leaves only the selected 

frequency band. In this sense it is conceptually similar to the DANTE-Z method. When 
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the selected magnetization is along the z-axis, the magnetization will be principally 

affected by T1 relaxation. Therefore, once again adiabatic inversion CPMG is predicted to 

be advantageous when the sample of interest is a fluid bearing porous medium (T1 > T2) 

[25-27].  

As with the DANTE-Z method, Eq. (6.2) gives the signal intensity after the nth 

echo. Numerical simulation of the Bloch equations was employed to observe effects of T1 

and T2 during Tp.     
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    (a) 

 
     (b) 

 
 

Figure 6-2 (a) DANTE-Z CPMG method. During the first scan, θ pulses in all pairs 
have the same phase providing a cumulative angle of 180° for the selected 
frequencies. During the second scan, the θ pulses in each pair are in anti-phase 
yielding a total flip angle of zero. The acquired signal is the difference between the 
two scans. (b) Adiabatic inversion in the presence of a slice selective magnetic field 
gradient followed by CPMG measurement. 2τ is the interval between the 90° pulse 
and the first echo. Tp is the overall inversion pulse duration. The time tinterval is the 
delay after the slice selective pulse is turned off. 
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6.3 Experimental 

6.3.1 Data processing 

The Unisort and Acciss processing packages, developed in the Interactive Data 

Language (IDL) programming environment (ITT, Boulder, CO) by the UNB MRI Centre, 

were employed for image reconstruction and display. The WinDXP program (Oxford 

Instruments, Oxford, UK) was employed for T2 distribution determination. WinDXP is a 

windows-based software toolbox, which allows distributed exponential fitting of data 

acquired using RINMR (Oxford Instruments, Oxford, UK) data acquisition software. 

6.3.2 Equipment 

All MRI measurements were performed on a Maran DRX-HF (Oxford 

Instruments Ltd, Oxford, UK) 0.2 T permanent magnet which is 8.5 MHz for 1H. The RF 

probe was a custom-built solenoid, 4.4 cm inner diameter, driven by a 1 kW 3445 RF 

amplifier (TOMCO Technologies, Sydney, Australia). The 90° RF pulses were 11.4 µs 

with an RF power of 300 W. A shielded three axis gradient coil driven by Techron 

(Elkhart, IN) 7782 gradient amplifiers provided maximum magnetic field gradients of 26 

G/cm, 24 G/cm and 33 G/cm in x, y, and z, respectively. 

6.3.3 Bulk CPMG, SE-SPI and slice selective T2 measurements of Berea core plugs 

Measurements were undertaken on a Berea sandstone core plug (Kocurek, 

Industries, Caldwell, TX) Berea is a coarse grained, quasi-homogeneous sandstone. 

Physical properties of the Berea sample are reported in Table 6.1. 
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Table 6.1 Petrophysical properties of rock samples employed. 

Sample Berea 
sandstone 

Synthetic 
rock core c 
 

 mortar Wallace 
sandstone 

T2
* (µs) 746 57 730 337 

 
T1 (ms) a 

 
200 

 
5 (38%) 
27 (62%)  
 

 
1 (30%) 
7 (70%) 
 

 
10 (30%) 
151 (70%) 
 

T2 (ms) 
b 25 (46%) 

147 (54%) 
2 (68%) 
19 (32%) 
 

0.8 (54%) 
4 (46%) 
 

6 (55%) 
66 (45%) 
 

Saturating fluid 2% brine 2% brine Distilled 
water 

2% brine 

Length (cm) 5.0 5.3 4.5 5.0 
Diameter (cm) 3.8 2.5 3.8 3.8 
a T1 recovery modeled as a bi-exponential processes 
b T2 modeled as a bi-exponential decay 
c   5% Fe2O3 and 17% clay          

 

Bulk CPMG, SE-SPI and selective CPMG measurement parameters are found in 

Table 6.2. The filter width = 125000 Hz and filter dead time = 26 µs, were chosen to be 

the same for all measurements. In SE-SPI the Field of View (FOV) was 8 cm with a 

maximum magnetic field gradient strength of 11 G/cm. Image spatial resolution was 1.25 

mm with 64 pixels. In the SE-SPI measurements, composite 90° pulses and composite 

180° pulses [33] and a XY-16 phase cycle [19] were employed to compensate for RF 

field inhomogeneity and to preserve magnetization phase while refocusing.  
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Table 6.2 Acquisition parameters for MR measurement of Berea sandstone for 
spatial resolution, minimum observable T2, RF pulse power, and sensitivity 
comparison. 

a The first echo time was 602 µs 
b Time domain data points acquired on each echo  

 

Shaped magnetic field gradient pulses were designed with a recently developed 

pre-equalization technique [13, 34]. The impulse response of the magnet gradient system 

is measured and employed to design an input magnetic field gradient waveform, which 

produces a desired output. For the y gradient coil employed in this work, a pre-equalized 

magnetic field gradient waveform with a total duration of 8 ms was employed. The 

magnetic field gradient as experienced by the sample has a quasi-trapezoidal shape, 285 

µs in duration, such that the gradient amplifier slew rate and bandwidth limitations (25 

kHz) are not exceeded.  

Parameters Bulk CPMG SE-SPI DANTE-Z 
CPMG 

Adiabatic 
inversion 
CPMG 

Selective pulse duration (ms) N/A N/A 1.58 1.58 
Selective pulse amplitude N/A N/A 50 % 20% 

 
Slice selective magnetic field 
gradient strength (G/cm) 

N/A N/A 1 2 

90° pulse duration (µs) 22.5 11.4 22.5 22.5 
 

90° and 180° pulse amplitude 50% 100% 50% 50% 

Echo time (µs), 2τ  600 600 a 600 600 

Number of echoes 2048 2048 2048 2048 

Number of echo points b 1 5 1 1 

Number of averages 8 8 8 8 

Repetition time (s) 2 1 2 2 

Overall acquisition time (s) 16  2280 32 32 

Resolution (mm) N/A 1.25 5 5 
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A DANTE-Z pulse train of duration 1.58 ms with 40 pulses and τD = 40 µs was 

employed. The slice thickness was varied by changing the slice selective magnetic field 

gradient strength. The slice position was changed by altering the carrier frequency of the 

excitation pulses. 50% RF amplitude and a slice selective magnetic field gradient of 1 

G/cm were applied to select a 5 mm slice. The slice selective magnetic field gradient was 

not pre-equalized. Trapezoidal magnetic field gradients defined by 512 points at 1µs 

intervals were employed. The total duration of the slice selection approached 2 ms. 

The adiabatic inversion with Tp = 1.58 ms and a slice selective magnetic field 

gradient pulse of 2 G/cm with 20% RF power was employed to select a 5 mm slice. As 

with the DANTE-Z method, the slice selective magnetic field gradient was not pre-

equalized. Trapezoidal magnetic field gradients defined by 512 points at 1µs intervals 

were employed. The total duration of slice selection approached 2 ms. 

The DANTE-Z pulse train and the adiabatic inversion pulse were employed as 

magnetization preparation before MRI measurement for visualization and adjustment of 

the slice of interest. A double half k-space (dhk) Single-Point Ramped Imaging with T1 

Enhancement (SPRITE) measurement was employed for this purpose [35]. 

6.3.4 Accuracy of slice selective CPMG methods 

SE-SPI, DANTE-Z CPMG and adiabatic inversion CPMG with the above 

parameters were applied to a 2% brine saturated Berea sample from which water was 

partly removed by 1.5-h of centrifugation at 3500 r.p.m. Centrifugation is a common 

procedure in reservoir core analysis and introduces a spatially varying saturation. In this 
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way, one can produce a brine content distribution along a sample and measure T2 as a 

function of the fluid content [6]. 

6.3.5 Bulk CPMG, SE-SPI and slice selective T2 measurements of synthetic rock 

core, mortar, and Wallace sandstone 

Measurements were carried out on a synthetic rock core (China University of 

Petroleum, Beijing), a mortar (McGill University, Montreal, QC) and a Wallace 

sandstone (Wallace Quarries Ltd., NS) to compare the ability of the above methods to 

measure short T2 signal lifetime components. The physical properties of the above 

samples are reported in Table 6.1. Wallace sandstone was employed to observe the effect 

of a wide T1 distribution on the minimum observable T2. The synthetic rock and mortar 

had short T2s. 

The measurement parameters are reported in Table 3. The filter width = 125000 

Hz and filter dead time = 26 µs were the same for all measurements. The FOV was 8 cm 

with a maximum magnetic field gradient strength of 11 G/cm. The DANTE-Z pulse train 

and the adiabatic inversion pulse were employed with the same parameters as for brine 

saturated Berea sandstone. 

6.3.6 Bulk and adiabatic inversion CPMG of synthetic rock core, mortar, and 

Wallace sandstone 

The adiabatic inversion pulse with a Tp of 1.58 and 0.3 ms, and a slice selective 

magnetic field gradient of 2 or 10 G/cm respectively, was employed to select a 5 mm 

slice. 20% and 80% RF amplitude were employed for the 1.58 and 0.3 ms RF pulse 

durations (Table 6.3). The slice selective magnetic field gradient was not pre-equalized. 
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Trapezoidal magnetic field gradients defined by 512 points at 1 µs intervals were 

employed for slice selection. The tinterval delay, 512 µs, is necessary for eddy current 

dissipation between switching off the slice selective magnetic field gradient and the 

beginning of the CPMG pulse train. Including this delay, the total duration of slice 

selection approached 2 ms and 0.8 ms, respectively. 

Table 6.3 Acquisition parameters for MR measurement of synthetic rock core plug, 
mortar, and Wallace sandstone for minimum observable T2 comparison. 

a The first echo time was 602 µs 
b Time domain data points acquired on each echo   
 

Parameters Bulk CPMG 
 

SE-SPI DANTE
-Z 
CPMG 

Adiabatic 
inversion 
CPMG 

Selective pulse duration (ms) N/A N/A 1.58 1.58, 0.3 
Selective pulse amplitude N/A N/A 50 % 20%, 80% 

 
Slice selective magnetic field 
gradient strength (G/cm) 

N/A N/A 1 2, 10 

90° pulse duration (µs) 22.5 11.4 22.5 22.5 
 

90° and 180° pulse amplitude 50% 100% 50% 50% 

Echo time, 2τ  ( µs) 200 600 a  200 200 

Number of echoes 2048 1024 2048 2048 

Number of echo points b 1 5 1 1 

Number of averages 8 8 8 8 

Repetition time (s) 2 1 2 2 

Overall acquisition time(s)  16  1140 32 32 

Resolution (mm) N/A 1.25 5 5 
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6.3.7 T1 inversion recovery measurements 

To perform T1 distribution measurements, data sets employing inversion recovery 

measurement with variable inversion delay were acquired. Sixty-three delays were 

implemented for the Wallace sandstone sample. The minimum delay was 0.5 ms and the 

maximum delay was 980 ms with a bilinear spacing between these extremes (two 

intervals each with linear spacing). One interval was from 0.5 ms to 100 ms, while the 

other interval was from 100 ms to 980 ms. 

 For the synthetic rock and mortar twenty-eight inversion delays were employed. 

The minimum delay was 0.05 ms and the maximum delay was 60 ms with a bilinear 

spacing between these extremes. One interval was from 0.1 ms to 10 ms, while the other 

interval is 10 ms to 75 ms. 

6.3.8 Numerical simulations of the DANTE-Z pulse train and the adiabatic inversion 

pulse 

Numerical simulations were undertaken to investigate and compare the 

performance of the DANTE-Z pulse train and the adiabatic inversion pulse considering 

T1 and T2 relaxation time effects. The simulations were carried out employing a home-

built Bloch equation simulation written by Dr. Ben Newling in the IDL programming 

environment ((ITT, Boulder, CO). The simulation applies a 3 3-rotation matrix for each 

digitized time increment during amplitude and phase modulated RF pulses.  

€ 

×
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6.4 Results and discussions 

6.4.1 Spatial resolution, minimum observable T2, and sensitivity comparisons 

6.4.1.1 Spatial resolution and minimum observable T2 

Berea sandstone, which has a typical sandstone T2 distribution, was imaged 

employing dhk SPRITE [35] as shown in Fig. 6-3. The sample was fully saturated and so 

the one-dimensional axial profile is uniform. Bulk CPMG was employed to measure the 

T2 distribution for the fully saturated Berea sandstone sample. The bulk T2 distribution 

was bimodal with peaks centered at 4 ms and 100 ms. The minimum observable T2 was 

0.6 ms as shown in Fig 6-4. Since the saturated Berea sandstone is uniform, it is 

reasonably anticipated that the bulk CPMG measurement will agree well with a spatially 

resolved measurement from a portion of the sample. 

 
 
Figure 6-3  dhk SPRITE water content axial profiles of a 5 cm Berea sandstone core 
saturated with 2% brine. Water content in the profile is uniform as anticipated for a 
uniform sample. 
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Figure 6-4 Results of bulk CPMG (⎯), SE-SPI (…), DANTE-Z CPMG (----) and 
adiabatic inversion CPMG (━‥) of T2 distribution for the SE-SPI and selective 
CPMG methods for the 2% brine saturated Berea sandstone which is shown in Fig 
6-3; the T2 distribution is displayed for the central pixel and the central slice, 
respectively. The plots show that all four methods measure signal lifetime 
components down to ~ 0.6 ms. 2τ = 600 µs was employed for all measurements. 
 

With SE-SPI, the T2 distribution was measured down the long axis of the sample 

with a 1.25 mm resolution. The T2 decay curves of each pixel were spatially resolved and 

T2 distributions produced by Inverse Laplace Transform. The T2 distribution, measured 

from the decay of a central pixel, is displayed in Fig. 6-4 along with the bulk T2 

distribution. The SE-SPI experiment produces a T2 distribution that agrees with the bulk 

CPMG measurement. The T2 distribution plot for the above SE-SPI experiment suggests 

a minimum measurable T2 of 0.6 ms. This is consistent with the magnetic field gradient 

pulse duration as experienced by the sample (285 µs) in the τ0 interval of Fig. 6-1. Note 

that the magnetic field gradient pulse experienced by the sample is much shorter than the 

applied magnetic field gradient pulse of 8 ms [34]. 
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The SE-SPI measurement presented here is a further development of T2 mapping 

with pure phase-encode MRI. A recently developed pre-equalization method models the 

MRI system as linear and time invariant and employs an impulse response measurement 

to direct magnetic field gradient waveform design [13]. This is a considerable 

improvement compared to SE-SPI T2 distribution measurements without employing pre-

equalized magnetic field gradient waveforms. The application of pre-equalized magnetic 

field gradient waveforms has reduced the magnetic field gradient duration, as 

experienced by the sample, to 285 µs.  Therefore, a reduction in 2τ0 from 1.2 ms to 602 

µs is possible; permitting the capture and characterization of shorter T2 lifetime signal 

components that disclose more information regarding the composition of the porous 

media.  This is particularly important since T2 signal lifetimes of approximately 1 ms are 

common in petroleum reservoir core plugs. 

For slice selective CPMG measurement, DANTE-Z and adiabatic inversion pulses 

with acquisition parameters reported in Table 6.1 were employed to measure T2 for a 

slice, width 5 mm, from the fully saturated Berea positioned at the center of the sample. 

The T2 distribution plots, Fig 6-4, show that both slice selective CPMG measurements 

can reproduce a minimum T2 of 0.6 ms. The T2 distributions are in good agreement with 

bulk CPMG and SE-SPI. 

6.4.1.2 Sensitivity comparisons 

The T2 distributions are normalized in Fig. 6-4 to facilitate comparison. However, 

the sensitivities of bulk CPMG, SE-SPI and slice selective CPMG measurements are not 

the same. 
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The sensitivity is defined as SNR
t

, where SNR is the signal-to-noise ratio while t 

is the total measurement time. The sensitivities are reported in Table 6.4. For bulk and 

slice selective measurements the signal was measured as the maximum signal intensity of 

the CPMG decay. For SE-SPI the first T2 weighted profile was chosen to measure the 

maximum signal intensity for the desired pixel. The noise was calculated as the standard 

deviation of the signal intensity after full decay of the CPMG data or one-dimensional T2 

weighted profile. 

Note that the bulk CPMG, SE-SPI and slice selective CPMG measurements 

involve significantly different quantities of material. Slice selective CPMG methods 

measure the same quantity of material; a 5 mm slice of interest, which incorporates 10% 

of the material, from a 5 cm, saturated Berea sandstone. However, SE-SPI measures a 

pixel of interest (1.25 mm), which incorporates 2.5% of the material. To compare the 

sensitivity of the above measurements reliably, all the sensitivities were adjusted to 

equivalent quantities of material (Table 6.4). The sensitivities normalized by length, for 

adiabatic inversion CPMG, DANTE-Z CPMG and SE-SPI measurements were 1.7, 1.4 

and 0.4 times that of the bulk CPMG measurement, respectively. It is striking that slice 

selective methods are more sensitive than bulk CPMG; this issue will be the subject of 

further investigation in future 

The high sensitivity of selective CPMG measurement is beneficial, particularly in 

MRI measurements of reservoir core plugs that are naturally performed at low magnetic 

field with low instrument SNR. Assuming high spatial resolution is not required, as is 
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mostly the case in petrophysics (~ cm), T2 distribution measurements with CPMG based 

methods are highly advantageous.  

Table 6.4 Sensitivity comparisons for different T2 mapping methods 

a Sensitivity for one pixel 
b Sensitivity for one slice  
c Sensitivity was adjusted through normalization by sample length, slice width, or pixel 
size as  appropriate  
 

6.4.2 Accuracy of slice selective CPMG methods 

For the purpose of demonstration, and to test the accuracy of the T2 measurements 

and slice of interest, SE-SPI and slice selective CPMG measurements were applied to 

brine saturated Berea from which brine was partly removed by centrifugation.  

The non-uniform one-dimensional axial profile in Fig. 6-5 is due to a variation in 

fluid saturation across the sample. The brine content is higher on the right side of the 

profile because fluid accumulates at the outlet end of the sample due to capillary pressure 

effects and the outlet boundary condition. Brine will be removed from large pore sizes 

due to capillary pressure effects, and the change in T2 distribution results from 

desaturation of certain pore size ranges [12]. 

Parameters Bulk CPMG 
 

SE-SPI DANTE-Z 
CPMG 

Adiabatic 
inversion 
CPMG 

SNR 475 40 100 120 
 
Overall acquisition 
time, t (s) 

 
16  

 
1140  

 
32 

 
32 

Sensitivity, !"#
!

 118.7 1.2a 17.7b 21.2b 

Sensitivity per mmc 2.4 0.95 3.4 4.2 
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Figure 6-5 dhk SPRITE water content axial profiles of a 5 cm Berea sandstone core 
saturated with 2% brine recorded after 1.5 h centrifugation at 3500 r.p.m. Note the 
characteristic distribution of saturation after centrifugation.  
 

Contour and waterfall plots of the T2 distributions measured with SE-SPI at 

different positions along the partially desaturated Berea are shown in Figs. 6-6a and 6-6b. 

A shift of the T2 distribution toward shorter lifetimes with reduced saturation is clear.  

Contour and waterfall plots of the T2 distributions were measured with DANTE-Z 

CPMG and adiabatic inversion CPMG at different positions (8 slices) along the 

desaturated sample are reported in Figs. 6-6c-f. The distance between the slice centers 

was chosen to be 6.5 mm. As the slices move from right to the left (fully to partially 

saturated) of the sample, the T2 distribution shifts from longer T2 components to shorter 

T2 components. The two slice selective CPMG measurements yield almost identical T2 

distribution variations over the desaturated Berea sample, which are very similar to the 

SE-SPI results as shown in Figs. 6-6a and 6-6b.  

For the above Berea sandstone with a typical sandstone T2 distribution, as shown 

in Fig. 6-4, and employing 1.58 ms duration selective RF pulses, the T2 distribution 
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measurement results are similar for bulk CPMG, SE-SPI, and slice selective CPMG 

methods. One may replace SE-SPI measurements by slice selective CPMG at the expense 

of losing high spatial resolution, but the T2 distribution measurements will feature higher 

sensitivity. The multi-exponential fitting procedure is sensitive to SNR but a systematic 

study is beyond the scope of this thesis. The accuracy of slice selective CPMG 

measurements of short T2 components may depend on the duration of the slice selective 

RF pulse and T1 and T2 distributions of the sample. These factors are considered in the 

appendix. 
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                       (a)                                  (b) 

 
                         (c)                                (d)  

 
                        (e)                                 (f) 

 
 
Figure 6-6 (a) Contour plot and (b) waterfall plot of the T2 distributions measured 
with SE-SPI at different positions along the partly de-saturated Berea sandstone 
core. We have plotted the contour and waterfall plots from every fourth pixel. Plots 
(c), (d), (e), and (f) show contour and waterfall plots of the T2 distributions 
measured with DANTE-Z CPMG and adiabatic inversion CPMG at different 
positions (8 slices) along the same sample. The 5 mm slice was displaced across the 
sample. The distance between the slice centers was 6.5 mm. The 2τ time was 600 µs.  
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6.4.3 Minimum observable T2 comparisons 

T2 measurements were carried out on three additional samples – synthetic rock 

core, mortar and Wallace sandstone, each fully saturated with water. The T2 distributions 

of the above samples are shown in Fig. 6-7. Bulk CPMG, SE-SPI and slice selective 

CPMG measurements were undertaken. For the SE-SPI and slice selective CPMG 

measurements, the T2 distribution for a central pixel and a central slice were chosen for 

display, respectively. Water in the above samples exhibits a uniform T2 relaxation over 

the sample; this makes the comparison of spatially resolved and bulk T2 distributions 

valid. 

The principal concern in this thesis is high quality measurements of the T2 

distribution of the pore fluid and access to short T2s spatially resolved. The ILT approach 

imposes a smooth distribution that may not be physically correct in some instances. A 

single exponential decay processed by ILT will yield a symmetrical T2 distribution in log 

space, with a width that is not physical. The T2 distribution shape is not calibrated and not 

over-interpreted in this work. The interpretation is only based on changes in T2 

distributions (employing bulk CPMG as a control) rather than an absolute interpretation. 

For all the above samples, the T2 distributions, which are produced by SE-SPI 

(Figs. 6-7a-c), suffer from attenuation of short lifetime T2 signal. As compared to bulk 

CPMG measurements, the T2 distributions measured by SE-SPI miss T2 components 

shorter than 0.6 ms. This is more evident for the mortar (Fig. 6-7b), where very short T2 

components contribute about 54% of the area under the distribution. Therefore the 

minimum observable T2 for SE-SPI is longer than bulk CPMG measurement due to the 

difference in echo times.   
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Although DANTE-Z and adiabatic inversion CPMG measurements were 

performed employing the same echo time as bulk CPMG (200 µs), they still cannot 

measure T2 components shorter than 1 ms for the above samples (Figs. 6-7a-c). In 

DANTE-Z and adiabatic inversion T2 measurements (with 1.58 ms RF pulse duration), 

the area under the T2 distribution curve has been reduced significantly for T2 < 1 ms. This 

T2 signal attenuation in slice selective measurements may be explained by T1 lifetime 

effects in these samples. This hypothesis is investigated in the next section. 
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  (a)                                                         (b) 

 
 

                                 (c) 

 
 
Figure 6-7 T2 distributions measured from the water saturated (a) synthetic rock 
core, (b) mortar and (c) Wallace sandstone. The results were produced from bulk 
CPMG (⎯), SE-SPI (…), DANTE-Z CPMG (----) and adiabatic inversion CPMG (
━‥). For SE-SPI and the selective CPMG measurements, the T2 distribution 
displayed is for the central pixel and the central slice, respectively. Note that for the 
SE-SPI measurement 2τ was 600 µs rather than 200 µs. The T2 distributions from 
slice selective CPMG methods employing the DANTE-Z pulse train (----) and the 
adiabatic inversion pulse (━‥) show considerable attenuation of short T2 lifetime 
components, due to relaxation during Tp and tinterval. 
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T1 distributions measured from the above samples employing an inversion 

recovery method are reported in Fig. 6-8. Detailed interpretation of peaks from ILT data 

may be challenging. However, one can be sure that peaks are real thanks to comparison 

of the peak values with the values in Table 6.1, which are results of fitting the decays to a 

bi-exponential model.  

The fluid saturated synthetic rock core has a two-lobe T1 distribution with a 

pronounced peak at T1 ≈ 25 ms. The shoulder at T1 ≈ 5 msretains considerable intensity. 

The water-saturated mortar has a narrow T1 distribution, including shorter T1 

components. The pronounced T1 peak is at T1 ≈ 7 ms, while the other peak is very short at 

T1 ≈ 1 ms. In Wallace sandstone, T1 stretches over a wide interval from 1 ms to 1.5 s with 

substantial signal components at T1 ≈ 200 ms.  

 

 
 

Figure 6-8 T1 distributions measured from the saturated synthetic rock core (⎯), 
mortar (…) and Wallace sandstone (----) employing an inversion recovery 
measurement. The synthetic rock core and mortar include short lifetime T1 
components (T1 = 5 ms and 1 ms, respectively). 
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For synthetic rock and mortar samples (Figs. 6-7a and 6-7b) where the short T1 

components (5 ms and 1 ms, respectively) contribute 38% and 30% of the T1 

distributions, respectively, the decrement in area under the T2 distribution curves are 

more evident than Wallace sandstone (Fig. 6-7c). Wallace sandstone significantly has 

longer T1 components than synthetic rock and mortar samples. The results may be 

explained by Eq. (6.2), which predicts signal loss due to the existence of short T1 lifetime 

components. Short T1 lifetime components will affect Mxy through the first and second 

terms in Eq. (6.2). Since T1 scales with T2 in porous media [15], T1 relaxation during Tp 

and tinterval (512 µs) will affect the observed T2 distribution in slice selective 

measurements. During Tp and tinterval, signal from components with short T1 are 

suppressed more than the signal components with long T1. Suppression of the signal with 

short T1 can have an adverse effect on the minimum observable T2 as shown in Figs. 6-

7a-c. One should consider T2 relaxation during Tp as well, but T1 effects are dominant in 

these samples. 

6.4.4 Comparison of results for different adiabatic pulse durations 

The results of Fig. 6-7 reveal that the ability of slice selective CPMG methods to 

observe short T2 components will be impaired when the slice selective RF pulse duration 

is long in comparison to the sample’s relaxation times. The shorter the RF pulse duration, 

the less relaxation will occur during the slice selection process. The T2 distribution 

results, in this case, will therefore be of higher quality. 

For the DANTE-Z pulse train, τD in Fig. 6-2a must be short enough to put the 

second excitation band (= 1/τD Hz) outside the FOV. The pairs of θ pulses in Fig 6-2a 
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eliminate all but one sideband. This diminishes the problem of multiple selective 

excitations. τD should also be short to maintain the total DANTE pulse train short (since 

the pulse length scales with the τD delay). τD should however be long enough to permit a 

pair of pulses that can be as long as several µs each. Thus τD = 40 µs appears to be a 

reasonable compromise [4]. For a given τD, setting number of pulses equal to 40 produces 

a DANTE-Z pulse train of total duration of 1.58 ms.  

However adiabatic pulses may be substantially shorter than 1.58 ms. An adiabatic 

pulse as short as 0.3 ms is experimentally possible. This is an advantage, specifically 

when adiabatic pulses are utilized to invert a slice in a sample with short relaxation times. 

An adiabatic inversion pulse with a duration of 0.3 ms will diminish relaxation time 

effects during selective excitation. 

The T2 distributions for synthetic rock core, mortar and Wallace sandstone were 

measured employing a 0.3 ms adiabatic inversion pulse.  The T2 distributions measured 

with bulk CPMG and the adiabatic inversion CPMG (Tp = 0.3 ms and 1.58 ms) methods 

are plotted in the same graph for each sample (Figs. 6-9a-c). For all three samples the 

adiabatic inversion CPMG T2 measurement employing shorter pulse durations have 

significant improvement in measurement of short T2 signal lifetime components. The 

improvement in the T2 distributions is more evident for synthetic rock and mortar 

samples, where there is a greater contribution of short T1 signal lifetimes in comparison 

with the Wallace sandstone (Fig. 6-8).  

Employing a Tp of 0.3 ms has diminished the relaxation time effects during the 

slice selection in a large extent for the Wallace sample (Fig. 6-9c). Considering a simple 

bulk CPMG measurement as a control, there is small loss of short T2 signal lifetimes due 
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to relaxation time effects during Tp and tinterval for the synthetic rock and mortar samples 

(Figs. 6-9a and 6-9b). Once more, considering bulk CPMG measurement as a control, the 

T2 signal enhancement for the shorter T2 peak, 0.8 ms, (Fig. 6-9b) is incorrect and due to 

instabilities of ILT processing. 

To eliminate the relaxation time effects during the experiment for samples 

including short lifetime T1 components, one needs adiabatic inversion pulses with 

duration shorter than 0.3 ms. It is a challenge to design adiabatic pulses shorter than 0.3 

ms under adiabatic condition [32]. However, one may employ pre-equalized magnetic 

field gradients, as employed for SE-SPI, to reduce tinterval from 512 µs to a shorter time 

(~100 µs). 
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            (a)                                              (b) 

 
                                      (c) 

 
 

Figure 6-9 T2 distributions for (a) synthetic rock core, (b) mortar and (c) Wallace 
sandstone. Adiabatic inversion CPMG measurements were employed to produce 
distribution. In each figure (⎯) shows the T2 distribution for the bulk CPMG 
measurement. (…) shows the T2 distribution when the adiabatic inversion HS pulse 
duration was 1.58 ms. In each figure (----)  illustrates the T2 distributions for the 
same sample but with application of a shorter adiabatic inversion pulse, 0.3 ms. A 
Tp of 0.3 ms has diminished the relaxation time effects during the slice selection. The 
T2 signal enhancement in (b) for (T2 > 0.1) is due to instabilities of ILT processin. 
 

The DANTE-Z pulse train may be inconvenient in terms of the excitation 

bandwidth. A smaller number of pulses (N’) enlarge the selected bandwidth (~1/N’). Too 

large a bandwidth requires a stronger magnetic field gradient than advisable considering 

hardware limitations, for a given slice thickness. The inversion bandwidth of the 

DANTE-Z pulse is inversely proportional to the DANTE-Z pulse interval (1/N’τD).  In 
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adiabatic inversion pulses design, Tp and bandwidth are independent. Every combination 

of Tp and bweff (effective bandwidth) are valid, but the condition Tpbweff > 3, 

corresponding to adiabatic limit, must be considered. One can have a very short adiabatic 

inversion pulse (~ 0.3 ms) and reasonable bandwidth  (~ 10 kHz) at the same time. In 

addition, when the RF pulse bandwidth is narrower, reduced magnetic field gradient 

strength is needed to localize the slice of interest.  

Note that an alternative for the slice selective CPMG methods may be SE-SPI 

with a lower spatial resolution. In SE-SPI the resolution can be decreased by decreasing 

the number of phase encode gradient steps. For a typical FOV of 8 cm and typical sample 

length of 5 cm, the image resolution is 1.25 mm for 64 phase encode gradient steps. One 

can achieve a resolution of 5 mm by employing 16 phase encode gradient steps. The 

measurement time will be decreased from 1140 s (Table 6.4) to 285 s, but this is still 

longer than the measurement times needed for slice selective CPMG methods (32 s) and 

hence less sensitive.  

The main drawback of low resolution SE-SPI is that the pixel shape degrades. The 

degradation is due to the convolution effects of k-space sampling. In addition, SE-SPI 

measurement will always produce contiguous slices. It is not possible to select 

nonadjacent slices at different positions in the sample.   

6.4.5. The internal magnetic field and core plug linewidth versus slice selective RF 

pulse bandwidth 

When fluid saturated porous media are subjected to a static magnetic field, an 

internal magnetic field, inside the pore space, is induced due to magnetic susceptibility 
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differences between the pore-filling fluid and the solid matrix [36]. The internal magnetic 

fields increase the linewidth, which may interfere with slice selection bandwidth. 

The slice selective pulse excites a range of frequencies. For example, the adiabatic 

inversion pulse (Fig. 6-10b, Appendix) has an effective frequency bandwidth of 4250 Hz. 

While the local internal magnetic field gradients may be significant, they are local to the 

pore space. Therefore the absolute range of frequencies introduced is minor. 

It has been shown in the literature [36] that linewidth scales linearly with the 

static magnetic field strength. An expression for ∆!, the linewidth, was proposed where 

∆υ = !"!!

!"
= CΔχ!!, with ΔB!  the breadth of the magnetic field distribution due to 

susceptibility contrast (Δχ) in the fluid saturated rock. C is a dimensionless constant and 

!!  is the Larmor frequency. The linewidth related to the internal magnetic field has been 

measured for a typical fluid saturated Berea sandstone, at a variety of static magnetic 

field strengths and the best fit of the plot ∆υ versus Δχ!! determined [36]. The best fit 

line had a slope C of 0.26. Knowledge of the susceptibility difference (Δχ = χ!"#"$ −

  χ!"#$% = 98.85  ×  10!!) and Larmor frequency !! = 8.5  ×  10!  !"   yields a linewidth 

of 218 Hz. This is less than 5%, the selective pulse bandwidth (4250 Hz). Convolution of 

the linewidth with the slice selective RF pulse bandwidth may cause blurring of the slices 

edges, but would not have adverse effects over the selected slice. 

The above discussion however does suggest that it would in general be 

advantageous to employ stronger slice selection gradients and selective RF pulses with a 

greater bandwidth for slice selection. 
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Furthermore, we have directly imaged the selected slices and know that the slice 

quality is good. If there were any significant problems related to the internal magnetic 

field gradients, we would observe slices with poor definition. The above problems are all 

ameliorated by working at 8 MHz, relatively low frequency, for rock core analysis. The 

situation may be different at higher frequencies. 

6.5 Conclusion 

 A comparison of SE-SPI and slice selective CPMG measurements was 

undertaken for porous media samples 

. The T2 measurements suggest slice selective CPMG methods as an alternative 

for SE-SPI when T2 need only be measured at particular positions within the sample and 

high resolution is not required. Slice selective CPMG measurements are much more 

sensitive than SE-SPI. The slice selective CPMG methods will be very beneficial, 

particularly for MR of porous media at low field. The magnetic field gradient strength 

and shape are critical for short echo time SE-SPI but are not critical for DANTE-Z 

CPMG and adiabatic inversion CPMG methods. 

For slice selective CPMG methods, two inversion schemes, a DANTE-Z pulse 

train and an adiabatic inversion pulse were tested. The adiabatic inversion pulse may be 

applied in as short a time as 0.3 ms, which is very beneficial when measuring the T2 

distribution for samples including short lifetime T1 and T2 components (< 5 ms).  

Our conclusion is that adiabatic inversion followed by a CPMG pulse train is the 

preferred way to measure local T2 distributions provided a regional measurement of 

coarse spatial resolution is sufficient. The adiabatic inversion CPMG method is 
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straightforward; the most challenging aspect of the method is the calibration of the 

adiabatic inversion pulse, which is described in the literature [14]. 
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6.6 Appendix: Numerical simulations of the DANTE-Z pulse train and adiabatic 

inversion pulse  

The DANTE-Z pulse train and the hyperbolic secant (HS) adiabatic inversion 

pulses employed are compared through simulation. As discussed in section 2, relaxation 

takes place during pulse irradiation. Bloch equation simulation is applied to investigate 

the effects of T1 and T2 during Tp. At each discretized time step ∆! of Tp, magnetization 

components perpendicular to the polarizing magnetic field, M⊥, decrease by 

!M" =
M"!t
T2

, and the magnetization parallel to the polarizing field, Mz, changes by 

!Mz =
(M0 "Mz )!t

T1
 where M0 is the initial magnetization along the z-axis. 

Rotating frame relaxation lifetimes (T1ρ and T2ρ) have not been considered in 

these simulations. We are in the regime in which the rotating frame relaxation times are 

typically long (mobile liquids) [37, 38]. T1ρ and T2ρ were also not previously considered 

in the literature in this regime except at low field (~ kHz) and/or very small pores [37, 39, 

40]. Furthermore, the Bloch equation simulations in this section were undertaken 

following simulations previously performed in the literature [41, 42], which ignored the 

effect of the rotating frame relaxation lifetimes. Finally, the slices of interest were imaged 

in this work. The imaged slices were of high quality and well defined, seemingly free 

from any rotating frame relaxation time effects. 
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6.6.1 Comparisons of inversion profiles 

The DANTE-Z pulse train was 1.58 ms with 7000 Hz as the observation 

bandwidth of the magnetization response in the simulation of Fig. 6-10a. The HS pulse 

was 1.58 ms in duration and the magnetization response is shown in an observation 

bandwidth of 12000 Hz in Fig. 6-10b. One can specify performance characteristics of the 

pulses from the responses shown in Figs. 6-10a and 6-10b. The selectivity can be 

calculated employing Eq. (6.2).  

 
M1 =

1
Tp !F

 
 

( 6.3 ) 

 

where ΔF is the inversion bandwidth and Tp is the pulse duration [16]. To facilitate a 

complete separation of the spectral region of interest from neighboring regions, it is 

important that the slice edges be sharply defined. The sharpness can be calculated by Eq. 

(6.4): 

 
M2 =

!F
!f

 
 

( 6.4 ) 

where Δf is the transition region width. Undesirable off-resonance excitation may be 

quantified in terms of a suppression ratio R, the ratio of the Mz/M0 on resonance to the 

root-mean-square amplitude of the excitation (independent of phase) outside the region 

ΔF + 2Δf [16]. Uniformity of inversion in the range ΔF can be measured in terms of 

standard deviation of the inversion values, Mz/M0, over the ΔF range.  

The performance parameters are found in Table 6.5. The DANTE-Z pulse train is 

sinc modulated to generate a quasi-rectangular slice, but still suffers from side band and 
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second-order modulations across the DANTE-Z inversion profile Fig. 6-10a. However, 

adiabatic inversion HS is highly selective and uniform over ΔF. Above a critical 

threshold, the inversion and magnetization profile are independent of the applied RF 

power. Clearly, as the RF power is increased, the trajectory executed by a particular 

isochromat may fluctuate; however, the isochromat comes to rest along the +z or –z 

directions. Hence above the critical power level, the HS pulse flips spins 360° 

everywhere but within the selected slice, where the flip angle is 180°. 

Areas under the inversion profiles (Table 6.6), which may reflect the total amount 

of the inverted magnetization, are helpful for the comparison of the selective inversion 

pulses. To calculate the area under the inversion profiles in Table 6.6, the effective 

bandwidths (Δf) were considered. 

   (a)                                                (b) 

 
 
Figure 6-10 (a) Inversion profiles for the DANTE-Z pulse train and (b) the HS 
pulse. ΔF is the inversion bandwidth and Δf is the transition region width. The 
DANTE-Z pulse train is sinc modulated to generate a quasi-rectangular slice, but 
still suffers from side band and second-order modulations or “wobbles” across the 
DANTE-Z inversion profile. However, adiabatic inversion HS is highly uniform 
over ΔF. 
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Table 6.5 Performance parameters for the DANTE-Z pulse train and the HS 
adiabatic inversion pulse 

RF pulse Selectivity, 
M1 

Sharpness, 
M2 

Suppression 
ratio, R 

Standard 
deviation of the 
inversion 
values, σinv 

Area under 
the 
inversion 
profile 

DANTE-Z 
pulse train 

0.3 2.2 1.0754 0.282 155 

Adiabatic 
inversion 
pulse 

0.2 1.3 1.0008 0.006 175 

 

6.6.2 Relaxation time effects on inversion profiles 

The quality of the inversion profiles will be affected by T1 and T2 relaxation. 

Bloch equation simulations were utilized to investigate the T1 and T2 effects on inversion 

profiles during the pulse Tp and a tinterval of 0.5 ms. 

Fig. 6-11 shows the change in inversion profiles achieved by the DANTE-Z pulse 

train, and adiabatic inversion pulse, with T1 varied from 0.1 to 100 ms. T2 was set equal 

to T1 for each simulated result. The areas under the inversion profiles are reported in 

Table 6.6. The adiabatic inversion pulse is more robust to T1 relaxation effects during the 

pulse. The DANTE-Z pulse train inversion profile does change by more at the center, but 

the adiabatic inversion changes non-uniformly across the slice. As shown in Fig 6-11b, 

and Table 6.6 the inversion uniformity breaks down for very short T1s.  
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            (a)                                               (b) 

 
 

Figure 6-11(a) The change in inversion profile achieved by the DANTE-Z pulse 
train and (b) HS pulse with T1 varied between 0.1 (⎯), 1 (…), 10 (----) and 100 ms (
━‥).T2 was equal to T1 for each simulated result. The inversion profile uniformity 
breaks down for very short T1s.  
 
Table 6.6 The areas under the inversion profiles for the DANTE-Z pulse train and 
the HS pulse with T1 varied from 0.1 to 100 ms (T2 was equal to T1 for each plot). 

T1 = T2(ms) Area under inversion profile (unit -less) 
0.1 DANTE-Z: 0.3 

HS: 0.5 
1 DANTE-Z: 66 

HS: 79 
10 DANTE-Z: 138 

HS: 155 
100 DANTE-Z: 152 

HS: 171 
 

Fig. 6-12 shows the change in inversion profile achieved by the DANTE-Z pulse 

train and HS pulse with T2 varied from 0.1 ms to 100 ms. T1 was assumed to be ∞ for 

each plot. The areas under the inversion profiles are reported in Table 6.7.  
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                (a)                                             (b) 

 
 
Figure 6-12 (a) The change in inversion profile achieved by the DANTE-Z pulse 
train and (b) HS pulse with T2 varied between 0.1(⎯), 1 (…), 10 (----) and 100 ms (
━‥). The inversion profiles will degrade as T2 decreases. T1 assumed to be ∞ . The 
profiles are not rectangular and true inversion is not attained. The magnetization 
outside the inverted slice is reduced. 
 

Table 6.7 The areas under the inversion profiles with T2 varied from 0.1 to 100 ms 
(T1 was assumed to be ∞). 

T2 (ms) 
(T1 = ∞) 

Area under inversion profile (unit -less 

0.1 DANTE-Z: 89 
HS: 89 

1 DANTE-Z: 138 
HS: 142 

10 DANTE-Z: 149 
HS: 170 

100 DANTE-Z: 151 
HS: 172 

 

The effect of tinterval set to 0.5 ms (similar to the selective CPMG experiments) 

upon cessation of the RF pulse was investigated (results not shown). The sample of 

interest was assumed to have T1 as short as 1 ms or 10 ms. For a tinterval of 0.5 ms there 

was 40% and 5% reduction at the center of the inversion profiles for T1 of 1 ms and 10 

ms, respectively. 
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The DANTE-Z pulse train was investigated to determine sensitivity to RF pulse 

amplitude (B1) and duration miscalibrations compared to the HS pulse (results also not 

shown). Above a threshold value for B1, the HS pulse is not sensitive to B1 variation. This 

is no longer true in the presence of short T2 values. An increase in B1 means B1eff has 

larger transverse components during the pulse, which carries the magnetization into the 

transverse plane, where very short T2 components of the signal will undergo decay. Thus 

the best results are produced when the B1 field strength is just sufficient to achieve an 

inversion and not greater [43]. 

The simulations suggest that the adiabatic pulse inversion profile is highly 

uniform over the slice and is less sensitive to RF amplitude miscalibration in comparison 

to the DANTE-Z pulse train. The adiabatic inversion pulse is also more robust than the 

DANTE-Z pulse train to relaxation time effects during the RF pulse. 
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Chapter 7 - Local T2 Measurement Employing Longitudinal Hadamard 

Encoding and Adiabatic Inversion Pulses in Porous Media 

The results discussed in Chapter 6 showed that the adiabatic inversion pulse 

followed by a CPMG pulse train is the preferred way (in comparison with SE-SPI and 

DANTE-Z CPMG methods) to measure local T2 distributions where T2 observation at 

only few particular locations is required. We now provide a follow-on investigation of 

local T2 distribution measurement by employing multiply-selective adiabatic inversion 

pulses. It is very beneficial in slice selective MR to improve the overall efficiency of data 

acquisition by employing multi-slice techniques.  A multi-band adiabatic inversion can be 

designed to achieve simultaneous selective excitation of several slices to increase the 

efficiency of adiabatic inversion CPMG measurements. However, the selection of many 

slices leads to the superposition of information from different slices; one needs to encode 

signal information from individual slices. In this work, the information from each slice is 

encoded in signal phases by employing Hadamard matrices (the elements of which are 

+/-1 and the rows of which are mutually orthogonal). This chapter is written in paper 

format since it is intended for submission to the Journal of Magnetic Resonance. The 

format of references in this chapter follows that of the journal to which the paper will be 

submitted. 

Abstract 

Multiple frequency band selective, adiabatic inversion, radio frequency pulses 

were employed to allow multi-slice T2 measurements across porous media samples. 

Multislice T2 measurement employing the longitudinal Hadamard encoding technique has 
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an inherent sensitivity advantage over corresponding slice-by-slice local T2 

measurements. The longitudinal Hadamard encoding technique can give localized T2 

information from n regions of interest with n scans with increased sensitivity compared to 

n single-slice measurements. B1 insensitivity may be achieved by employing hyperbolic 

secant adiabatic inversion pulses, which simultaneously invert spins in several well-

defined slices. While Hadamard encoding is well established for local spectroscopy, the 

current work is the first use of Hadamard encoding for local T2 measurement. 

7.1 Introduction  

 Magnetic resonance (MR) is an important method for characterization of 

petrophysical properties of reservoir core plugs. Bulk magnetic resonance analysis of 

fluids in reservoir cores and core plugs (measuring absolute fluid content and relaxation 

time distributions), is a routine part of petroleum reservoir core analysis. Its routine 

application to spatially resolved analysis of fluids in porous media is developing [1-7]. T2 

distribution measurements, including T2 distribution mapping, are widely employed in 

clinical applications and more recently petroleum reservoir core analysis. Spatially 

resolved T2 distribution measurements are, in particular, the most basic measurements 

employed to determine fluid-matrix properties in MR core analysis. In commonly 

employed low field MR instruments (0.05 T) it is important to achieve a high sensitivity 

T2 distribution measurement. 

Two different techniques have been recently introduced in porous media MR to 

measure the spatially resolved T2 distribution. 



 

 

 

190 

 (1) T2 mapping based on magnetic resonance imaging (MRI) with spatial phase 

encoding,  spin-echo single-point imaging (SE-SPI), has been introduced [1, 6]. This type 

of T2 measurement method has the advantage of measuring T2 at all positions along the 

sample with high resolution (~1 mm). However, this technique has the drawback of low 

sensitivity. 

 (2) Spatially resolved T2 measurements, based on a slice-selective CPMG 

measurement, employing a DANTE-Z pulse train or an adiabatic inversion pulse, have 

recently been developed [5, 7]. In this type of T2 measurement, T2 is measured one slice 

at a time within a sample. Slice selective CPMG measurement is suitable for applications 

where T2 observation at only few particular locations is required. The sensitivity of slice 

selective CPMG measurements, we have recently reported, is greater than with SE-SPI 

techniques [8]. We have recently shown that adiabatic inversion pulses, followed by a 

CPMG pulse train, are preferred to DANTE-Z CPMG to measure local T2 distributions 

by slice selection. 

It is very convenient in slice selective MR to improve the overall efficiency of 

data acquisition by employing multi-slice techniques [9-13]. A multi-band selective pulse 

can be designed to achieve simultaneous selective excitation of several slices. The 

selective excitation of many selected slices leads to the superposition of information from 

different slices. To separate the individual slice information, the modified experiment 

must be performed several times with the data stored separately with individual slice 

information labeled uniquely for each of the sub-experiments [10]. This allows for the 

correlation of each signal with the corresponding slice.  The final calculation of each slice 

signal may be undertaken by the simple linear combination of the separate stored data 
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sets. In the literature it has been shown that the phase of a frequency selective pulse may 

be employed to label the signal from different slices [14-20].  

Hadamard multi-slice localized NMR spectroscopic imaging techniques were 

introduced in the 1980s [19]. Recent reports employ the Hadamard idea in high resolution 

spectroscopic imaging [21]. In Hadamard spectroscopic imaging, radio frequency (RF) 

pulses excite or invert spins in multiple regions of interest (ROI), based on the excitation 

profile of the rows in a Hadamard matrix. The main advantage of Hadamard techniques 

over single-volume localization is that one can acquire information from n different ROIs 

by n scans with the maximum signal-to-noise ratio [16, 18]. While Hadamard encoding is 

well established for local spectroscopy, the current work is the first use of Hadamard 

encoding for local T2 measurement. 

In this work, the local T2 measurement is performed by employing a Hadamard 

encoding scheme and adiabatic inversion pulses, which invert the magnetization in 

several well-defined frequency bands. If one requires T2 information from several ROIs 

within a large sample, this technique is the most efficient method available.  

Goelman and Leigh have shown that although adiabatic rapid passage is highly 

nonlinear, linear arguments can be employed to acquire data from several slices at the 

same time [16, 18]. Adiabatic inversion pulses may be added together to construct a 

multiband inversion pulse. A CPMG measurement preceded by the Hadamard adiabatic 

inversion scheme for measuring spatially resolved T2 distribution is presented in this 

work.  

Our Hadamard adiabatic inversion scheme selects slices of 6.5 mm width at a few 

positions within a large sample. The measured T2 distributions are of similar quality to 
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bulk CPMG measurements. The method is a slice selective CPMG technique with 

improved sensitivity for T2 mapping in short relaxation time porous media samples, 

particularly when T2 is required to be measured at only few positions along the sample, 

and high sensitivity is required. 

7.2 Theory 

7.2.1 One-dimensional longitudinal Hadamard encoding 

In this section, one-dimensional nth-order Hadamard matrices are considered that 

provide information from (n-1) ROI. In the presence of a constant magnetic field 

gradient, n pulses with frequency profiles corresponding to the Hadamard matrix row are 

employed. After n acquisitions, the encoded longitudinal distribution is described by the 

applied Hadamard matrix [10, 24]. Hadamard matrices (Hn) are known for orders 1, 2, 

and any multiple of 4, for example: 
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7.2.2 Dual-band adiabatic inversion pulses (construction and restrictions) 

The design of single-band hyperbolic secant adiabatic inversion pulses has been 

described [7, 25]. Two shifted hyperbolic secant adiabatic pulses can be added to 

generate a double-band inversion adiabatic pulse. For the case of two equal bandwidths, 

which are shifted to frequencies centered at ω1 and ω2, the Hamiltonian is given by [20]: 

 

H (t) = !! Iz +B1(t) e
i" (t ) e"i!1t + e"i!2t#$ %&Ix  

 
 

( 7.2 ) 

where Ix and Iz are the spin angular momentum operators. Δω is the off-resonance 

frequency, and B1(t) and  are the amplitude and phase function of the adiabatic pulse. 

It has been shown [16, 18] that unlike the single-band adiabatic pulses, which above an 

amplitude threshold are independent of the B1 field, dual-band adiabatic pulses also have 

an upper limit ( ). Only between the two limits are dual-band pulses 

independent of the B1 amplitude [18]. The necessary conditions to acquire multiple 

adiabatic inversions at several frequencies, which are required for higher dimensionality 

Hadamard encoding, are defined in reference [16].  

7.2.3 Imaging of the slice selected by a fourth-order longitudinal Hadamard 

encoding matrix 

         To visualize the slices of interest, adiabatic inversion pulses were followed by a 

double half-k SPRITE image acquisition. We have employed similar ideas in several 

recent papers [26-28] to visualize the slice. 

!(t)

B1 < !1 !!2
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7.2.4 Local T2 measurement employing longitudinal Hadamard encoding 

The CPMG T2 measurement, preceded by a one-dimensional, fourth-order 

Hadamard encoding, is shown in Fig. 7-1. Four scans were undertaken, selectively 

inverting the sample magnetization according to the rows of a fourth-order Hadamard 

matrix (Eq. (7.1)). Adding and subtracting the four scans recovers the T2 information 

from each of the slices.  

In matrix notation, the fourth-order Hadamard encoding CPMG measurement 

may be written as: 

 

H4S = T  

 
 

( 7.3 ) 

where H4 is the Hadamard matrix of the fourth-order, S is the vector representing the 

signal from different slices, and T is a vector representing the observed CPMG  T2 decay. 

To find S, one can Hadamard transform T, which means multiplying T by the inverse of 

H4, which is equal to: 
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( 7.4 ) 

 

The local T2 measurement results for four different slices can be reproduced by 

the multiplication of the experiment results in Fig. 7-1, with the inverse matrix (Eq. 

(7.4)). One should recall that the slices are encoded by Mz but Mxy is measured. 
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Figure 7-1 CPMG measurement preceded by a one-dimensional, fourth-order 
Hadamard encoding. The left sides hows RF pulses which produce z profiles 
according to the entries of the four signal rows of the Hadamard matrix, H4. The 
adiabatic inversion selective pulses are in complex form, the real ( — ) and 
imaginary ( ----- )  parts of the RF pulses are shown. The right side illustrates a 
CPMG measurement.  2τ is the interval between the 90° pulse and the first echo. 
CPMG measurement is repeated for all four RF pulses. Tp is the overall inversion 
pulse duration. The time tinterval is the delay after the slice selective pulse ceases and 
before the first 90° pulse is applied. Adding and subtracting the four scans recovers 
the T2 information from each of the ROIs. 

7.3 Experimental 

7.3.1 Numerical simulations 

Numerical simulations of the adiabatic inversion pulses corresponding to each 

row of H4 were undertaken, employing a home-built Bloch equation simulation written in 

the IDL programming environment (ITT, Boulder, CO). The simulation applies a 3 3-

rotation matrix for each discrete time increment in an amplitude and phase modulated RF 

pulse.  € 

×
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7.3.2 Data processing  

The Unisort and Acciss processing packages developed in the IDL programming 

environment (ITT, Boulder, CO) by the UNB MRI Centre were employed for image 

reconstruction and display. The WinDXP program (Oxford Instruments, Oxford, UK) 

was employed for T2 distribution determination. WinDXP allows distributed exponential 

fitting on data acquired using the RINMR Windows (Oxford Instruments, Oxford, UK) 

data acquisition software. 

7.3.3 Equipment 

 MRI measurements were performed on a Maran DRX-HF (Oxford Instruments 

Ltd, Oxford, UK) 0.2 T permanent magnet. The RF probe was a custom-built solenoid, 

4.4 cm inner diameter, driven by a 1 kW 3445 RF amplifier (TOMCO Technologies, 

Sydney, Australia). The RF probe provided 90° RF pulses of 11 µs duration for an input 

RF power of 300 W. A shielded three-axis magnetic field gradient coil driven by Techron 

(Elkhart, IN) 7782 gradient amplifiers, provided maximum magnetic field gradients of 26 

G/cm, 24 G/cm and 33 G/cm in x, y, and z, respectively. 

7.3.4 Local T2 measurements of the Berea core plug employing a fourth- order 

longitudinal Hadamard encoding matrix 

Measurements were undertaken on a Berea sandstone core plug (Kocurek 

industries, Caldwell, TX), 3.8 cm in diameter and 5 cm in length. Berea is coarse-grained, 

quasi-homogeneous sandstone, considered a standard porous medium for laboratory 

experiments. The core plug was saturated with 2% brine. The bulk relaxation times were 
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T2
* = 764 µs, T2(1) = 147 ms, 54 %; T2(2) = 25 ms, 46% with T2 modeled as a bi-

exponential decay. The T1 was essentially single exponential at 200 ms. 

Bulk CPMG parameters were: 90° pulse length = 11 µs with 100% RF power, 

number of echoes = 2048, repetition delay = 2 s. 16 s were required for 8 signal averages.  

Adiabatic inversion pulses based on the last three rows in H4 (Eq. (7.1)) with Tp = 

750 µs and a slice selective magnetic field gradient of 6.4 G/cm with 55% RF power 

(11.5 kHz) were employed to select 6.5 mm thick slices. In order to ensure that the RF 

pulse power was sufficient to completely invert the spins in the slice of interest in each 

case, a free induction decay was measured, in the presence of a magnetic field gradient, 

to calibrate the hyperbolic secant pulse. Trapezoidal magnetic field gradients with 512 

points at 1 µs intervals were employed. 

7.4 Results and discussions 

7.4.1 Numerical simulations  

Bloch equation simulations were employed to investigate the frequency response 

of the inversion band pulses corresponding to the rows of H4 (Eq. (7.1)). The simulations 

were performed for the last three rows of H4. No RF pulse is applied for the first row. 

Simulated adiabatic pulses were 1.5 ms in duration, consisting of 321 complex points, 

which define the amplitude and phase function [7]. RF amplitude and bandwidth were 

adjusted to produce complex adiabatic inversion pulses, which produce inversion profiles 

in Figs. 7-2a-c.   



 

 

 

198 

For the single-band inversion profiles, as shown in Figs. 7-2a and 7-2b, RF 

amplitude and bandwidth were 9 kHz and 13.2 kHz, respectively. The simulation shows 

that for RF > 4.5 kHz, the inversion profile will be insensitive to B1 field variations. 

To produce the inversion profile such that it corresponds to the third row of H4, a 

phase factor of ω1t (ω1t  = 2πf1t, f1 = 6.6 kHz) was added to the adiabatic inversion pulse 

phase equation. The center of the new inversion profile is shifted to 6.6 kHz, as is 

simulated in Fig. 7-2b. RF amplitude and bandwidth were the same as the adiabatic 

inversion pulse before being shifted. 

As discussed in section 7.2.2, adding two shifted adiabatic pulses creates a 

double-band inversion adiabatic pulse (Eq. (7.2)). This paper employs two equal 

bandwidth inversion hyperbolic secant pulses centered at frequencies f1 = -3.3 kHz and f2  

= 9.9 kHz. The bandwidth of each individual single-band adiabatic pulse was 6.6 kHz, 

half that of Figs. 7-2a and 7-2b. The simulation result corresponding to the double-band 

inversion pulse is illustrated in Fig. 7-2c. The separation between the inversion bands is 

13.2 kHz. The simulation results show, when the RF amplitudes were just above the 

lower threshold (3.2 kHz), the inversion profile was, as expected, insensitive to RF field 

variations. As explained in the Appendix, RF amplitude should be less than the upper 

limit of B1, to prevent nonlinear effects corresponding to interaction between the 

inversion bands [18]. 
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              (a)                                                   (b) 

 
                                  
                                  (c) 

 
 

Figure 7-2 Simulated response of the z component of the magnetization vector as a 
function of off resonance frequency after the application of the RF pulses. (a), (b), 
and (c) corresponds to 2nd, 3th and 4throws in H4, respectively. 
 

7.4.2 Imaging of the slice selected by a fourth-order longitudinal Hadamard 

encoding matrix 

The adiabatic inversion pulses were employed with a double half-k SPRITE 

measurement [26] to visualize the ROIs in Berea sandstone, before performing Hadamard 

encoded CPMG measurements. The time-bandwidth product for a typical RF pulse is a 

constant; therefore the adiabatic inversion pulse duration can be changed to 750 µs for 
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experimental purposes. The shorter the RF pulse duration the less relaxation will occur 

during slice selection.  

The one-dimensional profiles from top to bottom in Fig. 7-3a correspond to the 

rows of H4. The first profile was produced in the absence of any adiabatic inversion pulse 

and therefore shows the whole profile of the brine saturated Berea sandstone. The sample 

was uniform and fully saturated, therefore the one-dimensional axial profile is uniform. 

The other three profiles, as shown in Fig. 7-3a, correspond to axial profiles of the 

adiabatic inversion pulses, which are simulated in Figs. 7-2a-c, respectively. 

To prevent non-linear effects, as explained in the Appendix, the RF pulse 

amplitude was calibrated to be less than 12 kHz. In this paper frequency units (kHz) were 

employed for RF pulse amplitude so one can compare RF pulse amplitude with the RF 

pulse bandwidth in kHz. . The individual slices, Fig. 7-3b, are produced with the inverse 

Hadamard matrix multiplied by the axial magnetization profiles in Fig. 7-3a.  The 

profiles demonstrate the accuracy of localization achieved by employing the Hadamard 

matrix. The slice width is approximately 6.5 mm, which is 13% of the Berea sample 

length. 

Note that a one-dimensional nth-order Hadamard experiment provides 

information from n-1 ROIs; therefore only three slices of interest will be produced after 

employing the fourth-order Hadamard matrix.  The first slice in Fig. 7-3b represents the 

rest of the sample close to the edges. 
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                                      (a)                                   (b) 

 
 
Figure 7-3 The principle of longitudinal Hadamard encoding. (a) shows double-half-
k SPRITE profiles of a 5 cm Berea sandstone. The profiles correspond to the rows of 
the matrix H4. (b) The individual ROIs are produced by multiplication of the data in 
(a) by the inverse of the Hadamard matrix (H4

-1) which is shown at left. 
 

 Superposition of the one-dimensional profiles is shown in Fig. 7-4. The overlap 

(cross-talk effect) between the slices can be diminished by increasing the distance 

between adjacent inversion bands. By choosing ⎢ω1-ω2 ⎢= 3(bw) instead of ⎢ω1-ω2 ⎢= 

2(bw), those effects can be reduced. An alternative for reduction of the cross-talk effect is 

to choose a double width for one of the middle ROIs. The Hadamard matrix, H4, would 

then be written as: 
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where each (−) represents an inversion of a 6.6 kHz frequency range. 

 

 
 

Figure 7-4 Superposition of the one-dimensional fourth order Hadamard encoding 
double-half-k SPRITE results of Fig. 7-3. 
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7.4.3 Local T2 measurements of a Berea sandstone employing a fourth-order 

longitudinal Hadamard encoding matrix 

Bulk CPMG was employed to measure the T2 distribution for the fully saturated 

Berea sandstone sample. The bulk T2 distribution was bimodal with peaks centered at 5 

ms and 100 ms. The minimum observable T2 was 0.2 ms as shown in Fig 7-5. Since the 

saturated Berea sandstone is uniform, it is reasonably anticipated that the bulk CPMG 

measurement will agree well with a spatially resolved measurement from a portion of the 

sample.  

 
 

Figure 7-5 T2 distributions, which are measured from the brine saturated Berea. 
The results were produced from bulk CPMG (⎯) and local T2 measurements. (···), 
(–––), and (━‥) show the T2 distributions for slices A, B, and C respectively, Fig. 
7-4. (———) shows the T2 distribution for the central  slice which is measured by 
employing slice-by-slice adiabatic inversion CPMG measurements.  For all T2 
measurements 2τ was 200 µs. 

The CPMG measurement, preceded by a one-dimensional, fourth-order Hadamard 

encoding (Fig. 7-1) was employed to measure T2 for three slices, width 6.5 mm, from the 
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fully saturated Berea. One slice at the center of the sample and two slices displaced from 

the sample center were selected. To compare the Hadamard encoding CPMG 

measurement results with the slice-by-slice CPMG measurement described in [7], T2 was 

measured for a slice 6.5 mm wide, at the center of the sample. The T2 distributions (Fig. 

7-5) show that local T2 measurements can reproduce a minimum T2 of 0.2 ms. The T2 

distributions are in good agreement with bulk CPMG results. 

The T2 distributions are normalized in Fig. 7-5 to facilitate comparison. Note that 

the signal to noise ratio (SNR) of bulk CPMG and Hadamard encoding CPMG will not 

be the same. The measurement sensitivity is defined as SNR t , where t is the total 

measurement time. For the measurements the signal was measured as the maximum 

signal intensity in the time domain CPMG decay. The noise was calculated as the 

standard deviation of the signal intensity after full decay of the time domain CPMG data. 

The sensitivities are reported in Table 7-1. 

Hadamard encoding CPMG and slice-by-slice CPMG methods measure the same 

quantity of material; a 6.5 mm slice of interest, which incorporates 13% of the material, 

from a 5 cm, saturated Berea sandstone. To compare the sensitivity of the above 

measurements with bulk CPMG all the sensitivities were adjusted to equivalent quantities 

of material (Table 7-1). The sensitivities are normalized by length. The sensitivity per 

millimeter of the Hadamard encoding CPMG is 1.6 times that of the slice-by-slice CPMG 

measurement. Hadamard encoding measurements are more sensitive than the slice-by-

slice CPMG due to the superposition of signals from four successive measurements. Note 

that the overall acquisition time of Hadamard encoding and basic slice-by-slice CPMG 
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measurements are the time for the four measurements, which produce three slices of 

interest for both methods. 

 
 
 
 

Table 7.1 Sensitivity comparisons for different T2 mapping methods 

a Acquisition time for four measurements which produce three slices 
b Sensitivity was adjusted through normalization by sample length or slice  

width. 
 

Hadamard encoding based T2 distribution measurements may be advantageous in 

MR measurements of reservoir core plugs that are naturally performed at low magnetic 

field with low instrument SNR. The method is useful where one is interested in 

measuring T2 in several small ROIs within a large sample, and it is an advantage to 

selectively increase SNR for specific ROIs without the need to acquire high-resolution T2 

measurements for the entire sample. 

 

Parameters Bulk CPMG 

 

Hadamard 
encoding CPMG 

Slice-by-slice 

CPMG 

SNR 571 170 109 

Overall acquisition 
time, t (s) 

16 64a 64a 

Sensitivity, !"#
!

 142 21.3 13.6 

Sensitivity per mmb 2.8 3.3 2.1 
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7.5 Conclusion 

A new local T2 measurement method employing longitudinal Hadamard encoding 

has been developed and tested. The method permits multi-slice T2 measurement with 

optimal sensitivity. Results from the T2 distribution measurements show the same quality 

as those obtained with bulk CPMG and slice-by-slice adiabatic inversion CPMG. 

However, the sensitivity has been improved.  

        This work is the first application of Hadamard encoding for local T2 measurement. 

Local T2 measurement employing longitudinal Hadamard encoding and adiabatic 

inversion pulses provides an alternative to slice-by-slice adiabatic inversion CPMG or to 

SE-SPI, when T2 needs only be measured at a few ROIs within a large sample and high 

spatial resolution is not necessary. In contrast to SE-SPI, the method can yield either 

contiguous or non-contiguous slices. Hence, the method will be very beneficial for MR of 

porous media at low field.  High dimensionality Hadamard encoding T2 distribution 

measurements have great potential. In the three-dimensional case, Hadamard encoding 

CPMG can produce T2 information from n volumes of interest with n scans. However, 

slice-by-slice CPMG measurement would require 2n scans to produce T2 information for 

n volumes of interest. 
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7.6 Appendix 

For the dual-band adiabatic inversion pulse, when the RF amplitude was 

increased, a loss of z magnetization on both sides of the inversion bands was observed, as 

shown in Fig. 7-6. Goelman and Leigh have shown [18] that this nonlinear effect 

corresponds to an interaction between the inversion bands. Unlike the single-band 

adiabatic pulses, which above an RF amplitude limit are independent of the RF 

amplitude, the dual band adiabatic inversion pulse also has an upper limit (B1 < ⎢ω1-ω2 ⎢). 

For the higher RF amplitudes, 6 kHz, 8 kHz, 10 kHz, in terms of frequency, the nonlinear 

effects are obvious in Fig. 7-6. As RF amplitude increases, the z peak amplitudes outside 

the inversion bands increase and their frequencies shift toward the inversion bands. 

 

Figure 7-6 Simulated response of the z component of the magnetization vector as a 
function of off resonance frequency after the application of a double-band adiabatic 
inversion pulse. The double-band pulse was formed by the addition of two single-
band pulses with 6.6 kHz bandwidths and a separation of 13.2 kHz. (⎯) shows the z 
magnetization profile for an RF amplitude 4 kHz slightly above the lower threshold 
3.2 kHz. (———), (----),  (···) and show the appearance of two extra z peaks when the 
RF amplitude  is at 6 kHz, 8 kHz, and 10 kHz, respectively . The z peak amplitudes 
increase and their frequencies shifts toward the inversion bands as RF amplitude 
increases. 
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Chapter 8 – Conclusions and Future Work 

8.1 Conclusion 

A novel B1 mapping method was demonstrated in Chapter 3. The method is based 

on measurements of image intensities acquired with a series of low flip angle excitation 

pulses employing centric scan SPRITE. The method is reliable, robust, and very simple. 

The B1 mapping technique in the thesis utilized the principle of reciprocity so the 

SPRITE signal in each pixel is proportional to B1
2 due to B1 sensitivity in both excitation 

and the reception. The B1
2 sensitivity makes the method very sensitive to B1 variation in 

the sample space. Furthermore, the pure phase encode nature of the method permits a 

detailed measurement of B1 field around conductive structures, which is not possible with 

conventional B1 mapping methods. The B1 field inhomogeneity has two distinct causes; 

first an interaction between the RF field and the sample being imaged, and second, the 

inherent inhomogeneity of the RF coil. One may distinguish these two effects by 

employing the B1 mapping method described. 

A simple approach was introduced to correct B1 inhomogeneity effects by 

application of the measured B1 field maps. Corrected SPRITE images resulted from 

dividing the original image by relative maps of B1
2. Because the new B1 mapping method 

requires acquisition of six to eight discrete images, it is slower than many B1 mapping 

methods in the literature. However, the data handling and data manipulation is very easy. 

The B1 mapping methodology was extended to two and three dimensions, and readily 

translated to both high and low field systems. 
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The B1 mapping procedure presented in Chapter 3 works well as a pure phase 

encode method in the presence of conductive structures that support eddy currents. 

SPRITE measurements are largely immune to susceptibility and gradient induced eddy 

current artifacts. As a result, one can isolate the effects of metal objects on the B1 field, 

which affects both the excitation, and detection of the MR signal. This isolation is 

challenging with frequency encoding MRI methods, which often suffer from B0 

inhomogeneity artifacts. 

In Chapter 4, the newly new developed B1 mapping technique was employed to 

investigate distortions in B1 fields in the presence of the metal strips, where the surface of 

the metal was perpendicular to B1 and parallel to B0. Simulations of B1 field induced 

eddy currents were also undertaken. The B1 induced eddy currents result in distortion of 

the B1 field in the sample space. The B1 simulation results were in good agreement with 

experimental results, and illustrated the significant effects of conductors on the B1 field 

distribution and B1 amplitude in the surrounding space. The electrical conductivity of the 

metal has a negligible effect. The strip geometry was chosen to mimic metal electrodes. 

Recently, B1 induced eddy current effects have become important in the development of 

NMR and MRI techniques for in situ studies of electrochemical process. The results are, 

specifically, important for NMR and MRI of batteries and other electrochemical devices. 

The results in Chapter 5 demonstrated region of interest selection within the FOV 

of long core samples by employing spatially selective adiabatic inversion pulses. This 

technique allows for reduced FOV, higher resolution imaging and localized T2 

measurements. Adiabatic inversion pulses are immune to radio frequency field 

inhomogeneity. The dhk SPRITE method following the selection yields naturally density 
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weighted axial profiles of the sample and the inverted ROI. Although spatial encoding 

and excitation may be non-ideal near the edges of the FOV, subtraction of the inversion 

profile from the whole profile yields an undistorted slice. This method is particularly 

useful in MRI of long cores in the oil and gas industry, where the sample of interest is 

frequently much longer than the natural FOV defined by the radio frequency coil and 

region of constant magnetic field gradient. Local T2 distribution measurement employing 

adiabatic inversion pulses is the most important outcome of Chapter 5. Such 

measurements will be of great value in core analysis. 

In Chapter 6, a comparison of SE-SPI and slice selective CPMG measurements 

was undertaken, for petroleum reservoir core plugs and porous media samples. The 

results suggest that an adiabatic inversion slice selection followed by a CPMG pulse train 

is the preferred way to measure local T2 distributions, provided a regional measurement 

of coarse spatial resolution is sufficient. The method  has a great value in MR of porous 

media at low field and yields high sensitivity local T2 measurements. 

A new local T2 measurement method employing longitudinal Hadamard encoding 

and adiabatic inversion pulses has been developed and tested in Chapter 7. The method 

permits multi-slice T2 measurement with optimal sensitivity. The T2 distribution 

measurements show the same quality as those obtained with the bulk CPMG and slice-

by-slice adiabatic inversion CPMG in Chapter 6. However, the sensitivity has 

dramatically been improved in comparison with slice-by-slice adiabatic inversion CPMG.   
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8.2 Future work 

It is anticipated that both new B1 mapping and local T2 measurements methods 

that have been developed will be employed extensively in the UNB MRI Centre. 

In Chapter 3 one-dimensional SPRITE images were corrected by determining 

relative B1 maps. The B1 correction method can be simply extended to correct spatial 

non-uniformity in two and three-dimensional SPRITE images. The corrected SPRITE 

images result from dividing the original image by relative maps of B1
2. However, if one 

knows how the image intensity depends on B1 field strength for other commonly 

employed MRI experiments, the image may be corrected through knowledge of absolute 

B1 maps. The B1 correction method can be particularly useful for the common spin echo 

MRI experiment.  

Knowledge of the B1 field distribution may be useful in tailored radio frequency 

pulse excitation, which are required for uniform excitation of regions of interest or 

selective saturations. 

 The new B1 mapping method may also be applicable in parallel excitation 

techniques. Parallel excitation methods, which utilize multiple transmit coils with 

spatially distinct B1 profiles and distinct current waveforms, have been used to improve 

excitation profiles and/or to reduce the duration of complex RF pulses, which is 

especially important for MR measurements of fast decaying species or in strong main 

field non-uniformities. 

 In both of the above applications, the correspondence of the desired and achieved 

excitation profile depends on knowledge of the spatial distribution of the B1 field, which 

must be measured. 
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The B1 mapping method may be employed to determine the B1 field distribution 

in both the inner and outer volumes of any RF coil design. The method may also provide 

an easy means of evaluating coil designs for MR engineering purposes. The resultant B1 

maps are useful for checking the quality of RF coil manufacturing and for validating RF 

field calculations. It is also important to be able to determine the extent of the spatial field 

homogeneity of the RF coil to specify the largest possible sample that can be employed. 

The electrical conductivity of materials may be obtained via B1 mapping, which can 

particularly be useful in MR of porous media and tumor diagnosis in medical 

imaging.The results in Chapter 4 will particularly be useful for NMR and MRI of 

batteries and other electrochemical devices. Such analyses will become valuable in many 

applications involving battery systems. In electrochemical MRI, orienting the electrodes 

such that they are largely parallel to the B1 field (B0 field either parallel or perpendicular) 

will significantly reduce induced B1 eddy current effects. The objects employed were 

electrode-like strips of metals, but one may employ the B1 mapping experiment and/or 

simulations to quantify B1 related effects around arbitrarily complex metallic structures. 

The method may be employed to visualize the B1 distribution in the presence of metallic 

biomedical implants, such as aneurysm clips, endoprostheses, and internal orthopedic 

devices, which give rise to artifacts in the MRI of patients.  

The spatially resolved T2 measurements based on a slice-selective CPMG, either 

slice-by-slice or multiple slices, may be employed wherever the monitoring of T2 at 

distinct locations is required For example, if one needs to measure the T2 distribution 

during a very long and/or repetitive experiment (e.g. a core flood experiment) and wants 

to avoid processing a large amount of data, the method may be very convenient.   
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The preparation of magnetization may be achieved by utilizing saturation 

adiabatic pulses. One may select an ROI by saturation of the rest of the magnetization 

outside the ROI in this way. We expect good saturation of magnetization out of the ROI 

due to the insensitivity of adiabatic pulses to B1 inhomogeneity.The Hadamard encoding 

T2 measurement, which has optimal sensitivity in comparison with slice-by-slice 

adiabatic inversion CPMG and SE-SPI T2 measurements, can be extended to two and 

three dimensions. High dimensionality Hadamard encoding T2 distribution measurements 

have great potential.  This is an important extension for low magnetic field MR 

measurements in “UNB MRI Centre”. For example, two dimensional T2 distribution 

mapping in fluid saturated core plugs is highly desirable because the bedding plane 

structure in rocks often results in different pore properties within the sample. 
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