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Abstract

Recommender systems are widely used to suggest items to users based on users’

interests. Content-based recommender systems are popular, specifically in the area

of news services. This report describes the implementation of an effective online

news recommender system by combining two different algorithms. Our first algo-

rithm employs users’ activity histories as inputs. Then it processes this data using a

Bayesian framework to predict users’ genuine interests[10], and as a result suggests

new articles based on those interests. The other algorithm attempts to find keyword

matches among the user’s keywords and new articles’ keywords to suggest new ar-

ticles to that user. The Java language was used to implement these algorithms. To

test the system, ten different users were chosen randomly among those users who

posted comments for more than 50 articles from 2012/05/01 to 2012/07/30. These

experiments show that our system successfully suggested new articles to users based

on their fields of interest.
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Chapter 1

Introduction and Overview

Using the Internet gives us the advantage of easy access to information. On the

other hand, internet usage leaves us with a massive amount of information, which we

need to search through. Having too many options can be confusing and time consum-

ing. People rely on the experiences of others for choosing movies, books, and other

products, because they feel overwhelmed by the huge number of options available.

This chapter will show that it is preferable to narrow these options down, to some-

thing more related to an individual user preference. In other words, content must

be selected that meets user needs. Narrowing down options is where recommender

systems play an important role.

1.1 Recommender Systems

Recommender Systems (RS) became a significant research area in the mid-

1990s, after the first papers on collaborative filtering [1, 2] were writen. Burke [3]

has defined recommendation systems as “An information filtering technology, that

produces individualized recommendations as output or have the effect of guiding

the user in a personalized way to interesting or useful objects in a large space of

possible options”. In the last decade, a lot of work has been done on developing
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new approaches to RS. The area remains highly interesting because of the numerous

applications like recommending books, CDs, movies, news, etc., that users use to

overcome information overload. RS will collect current and past customer informa-

tion and connect customers to products using this information.

Various advanced systems find the right data for users using their interests.

Amazon helps customers to find the best products online. Pandora provides users

with a lot of information and services related to different aspects of music. Pan-

dora also captures user behaviour and helps users to find songs that they might be

interested in based on their behaviour. Movie Lens offers to guide users to iden-

tify the movies in which they might be interested. YouTube is recognized as the

world’s largest collection of online videos. It is also known as a system that employs

user browsing history to recommend videos. E-commerce websites take advantage

of one or more recommender systems to direct the best solution to their customers.

Websites such as Netflix, IMDB, Hulu, etc., create a relationship with a customer to

recommend movies that suit that customer’s interests. Keeping customers is very im-

portant to these websites; this relationship is useful for both customers and websites

[4].

1.1.1 Content-based and Collaborative Filtering

Mostly, recommendation systems can be categorized as content-based, collab-

orative, or hybrid [5]:

Content-Based Filtering (CBF) is one of the traditional types of recom-

mender systems. The root of the content-based filtering is in information retrieval

[6] and information filtering [7] research. In this method, the algorithm will sug-

gest new items to users based on user interest in the past. Content-based filtering

can be used in different recommendation systems such as news article recommenda-

tion systems or TV program recommendation systems. The method varies partly
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in each of these systems. However, some fundamental concepts stay the same, like

the two sets of information that it works with: 1) a set of features that describe the

items to be recommended and 2) a user profile built from past choices that the user

made. Finally, content-based filtering will use information gained from the two sets

to recommend a new item system compares any new item with those that exist in

the user’s profile [8]. However, CB techniques have some limitations, like the data

scarcity problem. The only resource for modeling user interest is extracting features

from their browsing or purchasing history [5]. Therefore, CB systems are not able to

identify different items that the user may enjoy, because they attempt to find those

items that are very similar to the items in the history of that user.

Collaborative Filtering (CF) is perhaps the most common and most widely

implemented of the RS technologies [3]. Collaborative recommendations act based

on user-user similarity. In this approach, the system will recommend new items to

users based on other similar users’ interests. For example, if there is a set of users

called U, a new user called u, and a set of items called I, collaborative filtering will

determine the users from U that have some similarities with u. These users would be

labeled u’. Then the system will recommend those items from set I to u that are most

popular with u’. One of the weaknesses in this system is that it cannot recommend

items to users before some users have ranked the items. This characteristic may

not cause a serious problem in some fields, but it can be really an issue for some

subjects, like recommending news. Although Collaborative filtering methods are

able to produce high quality recommendations, the performance decreases with the

number of customers and products. Moreover, a user with unusual interests may not

receive recommendations unless there are other users that have the same interests.

Hybrid Recommender System: Because every recommender system ap-

proach has its own limitations and weaknesses, one might want to combine them in

different ways to avoid those weaknesses. These combinations can be categorized as
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follows [9]:

• Implementing collaborative and content-based methods independently and mix-

ing their predictions

• Combining some of the content-based features with collaborative method

• Combining some of the collaborative features with content-based method

• Forming an overall synthetic model that combines both content-based and

collaborative features

1.1.2 Research Overview

Having outlined the strengths and weaknesses of the RS methods and having

reviewed the evaluations of implementations that have been done in different areas

(recommending CDs, books, movies or news), it is possible to choose the most ap-

propriate approach in order to design a recommender system for specific usage. In

this project, we aim to design a recommender system for news sites like the Cana-

dian Broadcasting Corporation (CBC). Reading news online means news readers can

access various news providers’ articles around the world, which is why online news

reading is popular. However, having so many options creates the problem of how to

find the desired articles as easily and as fast as users need [10]. The answer to this

problem is using recommender systems, and the most popular one in this field is the

content-based recommender system. This method plays a vital role in recommender

systems, because using this approach gives us the chance to recommend things that

have not been rated before [10].

A collaborative filtering(CF) system has two main downsides. First, it is not

able to recommend those stories that have not been yet read by other users, which

means it cannot recommend new stories within one hour of their publication. This

delay is a big issue for a news recommendation, because there are a lot of new stories
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every day, which must be seen as they are published. Second, CF can result in

an inaccurate suggestion. For instance, one of the most popular news categories

is entertainment, and because of such a high popularity rate, it is likely that a

user will have some similarity with users who like this kind of news. If a user does

not like entertainment news stories, because of the popularity of entertainment news,

these news stories will be recommended to them. This mis-recommendation happens

because collaborative filtering does not involve users’ interests. As a result, content-

based filtering or a combination of content-based and collaborative filtering is a more

appropriate method for news recommender systems.

Liu et. al. [10] present research on developing a personalized news recommen-

dation system in Google News. In their recommendation system, they create user

profiles for those users who are logged in and have explicitly enabled web history.

The profile shows users’ news interests based on their past click behaviour. In order

to create a user profile, they used a content-based method. The accuracy of this

profile is a critical key to the success of this method. Since user interests have been

derived from user activity in the past, Liu et. al. [10] tried to track users’ change in

interest over time and to find out if it is effective to use this information to predict

future user behaviour. They measure user stability using a large-scale log analysis

of Google News users. To guess the news interests of a specific user based on her/his

activity in the past a Bayesian model was developed. Liu et. al. [10] also tried to

predict current news trends. They recommend an article to a user using the user’s

genuine interests and current news trends. As a result, current important events

(hot news items are not part of a user’s interests, but the user might like to know

about them) and stories that user might be interested in will be suggested to the

user. Then Liu et. al. [10] combined their method with the collaborative method

that existed in Google news’ previous recommender system and offered a hybrid

recommender system for Google News.
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In their paper, [10] mentioned that for privacy protection reasons, detailed

information about user clicks, such as the amount of time spent on the article, is not

recorded by Google News. So their information about user interests might not be

entirely accurate, because it contains noise. This noisy data can make the system

results less accurate, specifically when dealing with small amounts of information.

We tried to develop the same method as [10] while we have access to a smaller

amount of data, so the data accuracy is more important in our case.

As a result, to create user profiles and guess user interests based on the same

Bayesian framework, we considered user comments on the articles instead of user

clicks. This is because, as mentioned earlier, user clicks on an article do not defini-

tively prove that a user read the article and cannot be used as a proof of user interest.

When the amount of data is small, inaccurate data can affect results and cannot be

ignored. User comments on the articles assures us about user interest in the specific

subject. One important aspect of the CBF method that is used in [10] is catego-

rization. Because the articles in a news site are already categorized based on their

subject, all we need to do is use the same categories. We used the same idea and

categorized the articles based on the existing categories on the CBC website and

then predicted user interest using the Bayesian framework. Also, we used another

concept called keyword to rank websites that have been seen by the user. We used

this ranking to estimate user interest and recommend articles to users as well. We

combined the results of these different methods to recommend new articles to users.

Our motivation for combining these methods was our user interest crossover. As an

example of user interest crossover, a user who is mostly interested in political topics

might be interested in a story about a politician playing football. Our contribution

in this report was to create a content-based recommender system for a news website

like CBC News that works as accurately as possible with a small amount of data.

Furthermore, a goal was to be able to define user interests in a more flexible way.
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1.1.3 Report Structure

In the next chapter we will talk about different recommender systems and advantages

and disadvantages of each of them. We also mention their performance in different

areas. In Chapter 3, we explain our scheme based on our case study, which is the

CBC news site. The implementation part is described in Chapter 4, and Chapter 5

includes results and analysis of experiments that we’ve done on some random users.

Finally, in Chapter 6 we will talk about future work and conclusion.
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Chapter 2

Background

In this chapter, we explain content-based filtering in more depth. We also

explain recommender systems based on content-based filtering.

2.1 Content-Based Filtering

As mentioned earlier, the root of content-based filtering is in information re-

trieval [6] and information filtering [7] research. In content-based filtering, new items

are suggested to the user considering past user interests. In some fundamental con-

cepts the method has similarity with CF, like the two sets of information: 1) a set

of features that describe the items to be recommended and 2) a user profile built

based on the user’s choices in the past. Moreover, to recommend a new item, the

system compares any new item with those that already exist in the user profile. As

a result, we define each item with a set of attributes. Keeping items in a database

is relatively easy for structured data, because we can describe them as attributes.

Table 1 shows an example of structured data. In this example few attributes have

been used, and each item is defined by the same set of attributes. In this case,

different machine learning algorithms can be effortlessly employed to create a user

profile or a user model. For unstructured data such as news articles we first need to
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do some preprocessing to be able to define some attribute names and related values

for them [8].

ID Name Cuisine Service Cost

10001 Mike’s Pizza Italian Counter Low

10002 Chris’s Cafe French Table Medium

10003 Jacques’ Bistro French Table High

Table 2.1: A restaurant database

This preprocessing is related to text processing or language processing, which is

quite challenging work. One of the challenges is the existence of polysemous words

(when the same word has several meanings) and synonyms (when different words

have the same meaning). For example, in an article, apple may refer to an electronic

device by the Apple Company or it might refer to the fruit. Similarly, power and

electricity may also refer to the same thing [8].

One way of dealing with unstructured data is to represent it as structured

data. This can happen in a Boolean manner because if we think of each word as an

attribute, the presence and absence of words is the value for that attribute. Also,

using structuring we can determine the importance of the words. Many weighting

schemes can be used to calculate the importance of a word, but one of the most

common and well-known methods for specifying word weights is known as term

frequency/inverse document frequency (TF*IDF). TF refers the term’s frequency,

described as the number of times term t appears in the document d (TF(t,d)).

Documents that have more occurrences of a given term obtain a higher score. In

this way we can define the importance of words in a given article. Later, if the

same words were repeated in a new article, it is likely that they are related. In this
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method, we can also use the roots of the words instead of thinking of each word as

an attribute [8].

2.1.1 User Profile

User Profiles can be used in most recommendation systems. As previously men-

tioned, user profiles demonstrate user interests. A user profile can contain different

types of data. In this section we will discuss two of them.

• One type of data is user preferences, and the likelihood of that preference.

Actually, for efficiency purposes, we might like to have the n most interesting

items in the user profile

• Another type of data is the user interaction history, which contains the items

that user has recently seen.

Having a history of user interaction can be useful. For example, in a news website,

we need to know the articles that the user has read recently to avoid recommending

them to him/her again.

A user profile can be created manually (explicitly), asking a user to define

his/her interests by using check boxes. Such information includes age, gender, loca-

tion, interests, etc. Another option that most websites choose is to ask for feedback

on a product. Users are supposed to provide feedback either in the form of surveys

or through general forms. However, the problem with this method is that most

users refuse to write feedback and, even if they do, they might not give a complete

list of their interests. E-commerce websites sometimes request that users express

their opinions by selecting a value in a range of explicit ratings. This is usually less

troublesome to users than filling out forms. On the other hand, user interest might

change after a while and it is hard to manually update their preferences. So we are

more interested in defining user profiles implicitly [8]. Monitoring user activity over
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the web can provide implicit feedback. Usually, users are not aware that they are

providing feedback to the system. One such example is YouTube, where a direct

relation between the amount of time spent on a single video per session and user in-

terest can be captured. This type of feedback may not be as accurate as the feedback

in the form of explicit ratings by users, but users are not disturbed.

2.1.2 Learning a User Model

Creating a user model based on user preferences considered to be classification

learning. There are different classification algorithms that we can use for this matter.

ID3 is a decision tree algorithm. In ID3, partitioning training data in a recursive

manner creates a tree. For example, texts can be classified under different subgroups

until all the instances in a group belong to the same class. The partitions are formed

based on certain features. For example, if we are classifying text, the classification

feature can be the presence of a special word. Different studies show that although

the ID3 algorithm can be an effective algorithm in case of structured data, it is

not our best choice for unstructured data. For example, in the restaurant example,

ID3 can easily do the job as a learning algorithm, while for news articles, ID3 may

perform poorly. Because small trees are more preferable when we are using the

decision tree method, the algorithm has a tendency to consider a small number of

features. However, in text classification, most of the time there are lots of features,

which is in contrast with the algorithm characteristic [8].

Another algorithm that can be used in this regard is the nearest neighbor

algorithm. In this algorithm, similarities between the training items need to be found.

Then the k nearest neighbors are classified in k group, and a label is defined for each

group. Later, when we have an unlabeled item we first need to find out to which group

the item belongs. Then based on the label of the group the label of the item can be

defined as well. Depending on the data type (whether we are dealing with structured
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or unstructured data) we can choose our similarity function. The Euclidean distance

metric is often used for structured data, while in the case of unstructured data,

the cosine similarity measure is often used [8]. Both of these similarity functions

have been applied to several text classification applications [11, 12] and the nearest

neighbor performs competitively with more complex algorithms, despite the absolute

simplicity of the algorithm [8].

2.1.3 Probabilistic Methods

One approach in text classification is using probabilistic methods. There has

been a lot of work in this regard. The Naive Bayes approach is a great example

of a probabilistic method. The naive Bayes classifier is not only competitive with

other learning algorithms, such as decision tree and neural network algorithms, but

in some cases it has better performance. This algorithm performs exceptionally in

text classification and has been used in many recent works.

In this section, we are going to discuss the naive Bayes classifier in detail,

and our focus will be on applying the algorithm to the problem of learning how to

classify text documents such as electronic news articles. This algorithm is one of the

best algorithms for this type of learning problem. Bayesian methods are difficult to

apply because they usually need initial knowledge of many probabilities[7]. Bayesian

learning methods are based on Bayes’ theorem, which is:

P (h|D) =
P (D|h)P (h)

P (D)
(2.1)

where P (h) is the initial probability that hypothesis h holds, independent from

training data. P (h) is called prior probability of h. P (D) is the prior probability

of training data D given no knowledge about what the hypothesis holds. P (D|h) is

the probability of D given h. finally P (D|h) is the probability that h holds given
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the training data D, which also is called the posterior probability of h[7].

2.1.4 Advantages and Disadvantages of CBR

Advantages of content-based recommender systems includes:

• In order to construct the user profile, implicit feedback from users is enough.

• With the growth of database content over time, content-based recommender

systems gradually perform better.

• CBR can support recommendation of new or unpopular items to users based

on their interests.

Disadvantages of content-based recommender systems includes:

• CBR systems are limited to characters that are explicitly associated with items.

• Items might be indistinguishable when they are represented by the same set of

features.

• When the CBR system only recommends items that are rated highly against a

user’s profile it is called over-specialization. In such cases, the user is limited to

seeing items like those already rated. This problem can be solved by injecting

some randomness in the predictions.

• New users may not be able to get precise predictions according to their tastes.

Users need to have a sufficient number of ratings to get better predictions,

which is sometimes not possible.

• Another example occurs when dealing with items like jokes or poems. We

easily can determine if a joke is a lawyer joke or chicken joke, based on the

word frequencies or word presence. However, distinguishing a funny chicken

joke from other chicken jokes is not an easy task.
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To solve this problem we can use other recommender systems like collaborative rec-

ommenders or we can even combine two methods in a different way, which is a called

hybrid recommender system [8].

2.2 Related Work

The root of content-based filtering is in information retrieval [6] and informa-

tion filtering [7] research. As we said earlier, content-based recommender systems

suggest items similar to those that a user has previously liked [13, 14, 15]. In other

words, different candidate items are compared with items that were rated by the user

in the past and the best-matching items are recommended. In [16] they present an

implicit news recommender system with the capability of integrating multiple modes,

like radio-television channels, websites, and other kind of media like written text and

spoken words. Di Massa et. al. [16] used natural language processing techniques like

TF*IDF to extract users’ interests from their RSS blogs. Then the relationship be-

tween those interests and both online newspaper articles and broadcast news stories

is found using semantic analysis. Di Massa et. al.’s [16] recommender system is a

combination of content-based filtering and collaborative filtering. In content-based

filtering, the TF*IDF technique was used to define their keywords and then find

articles’ keywords that match the user interests, using a similarity function. They

also find the similarity among users employing collaborative filtering.

In [10] they defined users’ interests based on their clicks on different news

categories. They create user profiles and use a Bayesian framework in order to

predict user interests. Their recommender system is considered a content-based rec-

ommender system and is combined with the previous Google news recommender

system, which was designed based on collaborative filtering. [15] In order to esti-

mate the probability that a document is liked, they use a Bayesian classifier as well.
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Moreover, to create a content-based recommendation, other techniques have been

used, such as different machine learning techniques, including clustering, decision

trees, and artificial neural networks [6]. These techniques vary from information

retrieval-based methods in that they calculate utility predictions based not on a

heuristic formula, such as a cosine similarity measure, but rather on a model learned

from the underlying data using statistical learning and machine learning techniques

[9].

In [17] they designed a recommender system, which is named Foxtrot, to

recommend on-line research papers to academic researchers. Foxtrot is a hybrid

recommender system. This system used methods of their previous work, Quickstep

[18], plus added support for collaborative filtering, profile visualization and an ex-

panded ontology. Papers are classified using a research paper topic ontology and a

set of training examples for each topic. Recording users’ web browsing and relevance

feedback creates user profiles. Collaborative filtering is used to recommend papers

to users. In [19] they discuss that the performance of content-based news recom-

mender systems can be improved by using current probabilistic retrieval algorithms

rather than by using relatively old and simple matching algorithms. In this paper,

they referred to techniques such as simple keyword matching and TF*IDF as old

algorithms, which were used in content-based recommender systems.
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Chapter 3

System Design

In this chapter, we will discuss news recommendation systems and the scheme

of our recommendation system in detail.

3.1 Introduction

The World Wide Web has hugely changed our everyday life. One of these

changes is the migration of lots of news readers from traditional news reading, which

involves physical newspapers, to online news reading using the Internet. Online news

reading has become popular because news readers can access many news articles

quickly and easily from all around the world. However, it is not that easy to find the

desired articles when there are many options available[10]. To solve this problem,

many websites use recommender systems. These systems suggest articles to news

readers and the most popular approach in this field is the content-based recommender

system. In general, content-based filtering is a great method that can be used in

different recommendation systems. The key point of content-based filtering is to

find new items that might be important to users by matching them with previous

user interests. One of the advantages of this method is that CBF is able to suggest

items that have never been rated before. This characteristic plays an important role
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in news recommender systems, because it takes time for new articles to be ranked

by users. Also the CBF method is able to determine individual differences between

users. This technique has been used in various fields like email [20], news [21], and

web search engines [22]. This method in the news domain is actually creating a

personal newspaper by aggregating different articles that are interesting to the user.

For the success of the CBF recommender system, it is critical to create an accurate

user profile, which shows current user interests. Making an accurate user profile can

be done manually or automatically [10]. Knowing how users’ news interests change

over time is essential, because user profiles are gathered from users’ past activity.

Understanding users’ past interests, and their effect on predicting user behaviour in

the future, is also vital.

In [10] they showed a large-scale log analysis of Google News users to measure

the constancy of users’ news interests. Based on what they found, users’ interests

changed over time based on the aggregate trend of news events. Furthermore, they

predicted users’ interests by developing a Bayesian model, and also employed a group

of users’ activities to show news trends. In their system in order to recommend new

stories to an individual user, they considered users’ genuine interests and current

news trends. By using this method, a user will not miss the important news of the

day, even if those news stories do not match user interests. We used their Bayesian

model with slight changes to implement part of our content-based recommender

system for the CBC news website.

3.2 Basic Steps

Our recommender system is meant to work with the CBC news site. In the

CBC news site, in order to post a comment under specific articles, users need to

sign up and log in. Also, articles are categorized under different categories and
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subcategories. Two main news categories in this website are News and Sports. There

are eight different subcategories for articles under the News category: world, Canada,

politics, offbeat, arts, technology, health and business. Also there are eleven different

subcategories for articles under the Sports category: soccer, football, basketball,

hockey, baseball, ski, figure skating, golf, tennis, gymnastic and swim. The following

picture demonstrates the architecture of our recommender system based on the CBC

news site.

Figure 3.1: Architecture of our recommender system based on CBC news.

The classifier categorizes articles based on the CBC news classification. These

classified articles are used in the recommender system to define users’ interests. Users

profiles are created implicitly, so there is no direct interaction between users and user

profiles[27]. Later we will explain about creating users profiles implicitly in detail.

When we are designing a recommender system, we can use different techniques

that we mentioned earlier. However, not all those techniques perform equally well

in different situations. For example, the previous Google news recommender system

was based on collaborative filtering [10]. CF can only recommend news that has

been read by users with similar interests. This method has two major limitations

when it comes to recommending news stories. One of them is the first-rate problem,

which means we cannot recommend new stories that have not been read yet. This
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problem is a serious one for a news website, because these websites are trying to

present the most recent information to their users. Also, most of the time, users

are interested in reading a news story on the same day of its publication and not

after that. However, when we are using CF, the system will need at least some

hours to be able to recommend the news story to a user. Also, it is hard to consider

user individual interests when we are using CF. For example, some categories are

generally popular, like entertainment. So, in the CF method, there is a great chance

that the system will always find enough of a user’s neighbors who are interested in

entertainment news stories. Thus, it will keep suggesting that kind of news to users

who are not interested in those topics.

Therefore, when it comes to recommender systems for news websites, it is

better to use a content-based method or a hybrid method, which is a combination

of content-based and collaborative filtering. Using this method, we can have access

to users’ genuine interests. Also, we would be able to suggest news that has not

yet been rated. As we mentioned earlier, we have categorized news articles based

on their topics by using text retrieval techniques. On the other hand, we employed

users’ news reading histories to predict the categories that is interesting for each

particular user. The articles in those categories will be ranked higher than the rest

of the articles and so they will be recommended to the user.

We categorized news articles into general topics just like the CBC news cate-

gorization, for two reasons. First, based on the data that have been stored in our

database, it does not seem to be a good idea to categorize art and entertainment

articles to subcategories like music, painting, etc., because there are small numbers

of articles in these categories. Also, we decided to focus more on categorizing ar-

ticles related to sport, since the CBC news website focused on categorizing sports

news as well. So as a result, we have two basic categories, news and sports. The

news category contains subcategories such as politics, art, health, and world news
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that can also contain any of the mentioned topics. The sport category is divided

into subcategories like hockey, football, golf, etc. This categorization was applied to

users’ interests categorization as well.

We implemented the Bayesian model from[10] with small changes. One differ-

ence is in the way that we describe user interest toward a special topic. In [10] they

consider a user’s clicks as a fact that shows user interest. In contrast we decided

to count user comment(s) under different articles. Therefore comments are treated

as a positive vote by a specific user for a specific topic. Our reason for using user

comments instead of user clicks is that considering user clicks as evidence of user

interest without knowing the time that user spent on the article gives us noisy data.

Such noise might be easy to ignore if we have so much data that the ratio of in-

accurate data to the total data that we have collected for a specific user might be

insignificant. When a user posts a comment under an article it is rational to take it

as a proof of user interest regardless of the content of the comment; otherwise, why

would the user spend some time and write something even negative about a topic

that she/he is not interested in at all.

This technique has its own limitations; for example, a user might not post

comments for all the topics that she/he is interested in. Overall, we will have smaller

amounts of data by taking into account user comments instead of user clicks but also

less noise. Another motivation for us in choosing user comments over user clicks was

accessibility. In many situations user clicks might be considered as private user

information, while user comments are public and can be seen by anyone.

Our recommender system has two limitations. First, user interests might

change over time, so we should be able to update the system incrementally. On

the other hand, as we said, we are considering user comments as a positive vote; as

a result, sometimes we might have little information, and our system should be able

to perform reasonably even with a small amount of data.
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3.3 User Interests Log Analysis

In every system in wich user interests (in the future) are predicted based on

user interests in the past, user interest stability over time is an important factor.

Different analysis has been done in this regard. In Wedig and Madani [23], they

present large-scale analysis of Yahoo! search engine query logs to determine user

interest stability and some other factors related to personalization. They found out

after hundreds of queries that user interest distribution converges to a stationary

distribution. Because user attitude toward searching is different from news reading,

in [10] they conducted a large-scale log analysis of click behaviour on Google news.

Their targets were those users that have an account and also explicitly enabled

history tracking over a 12-month period. They sampled those users who had at

least 10 clicks during 2007/07/01 to 2008/06/30. For each individual user u, they

calculated a click distribution for each month t, based on different categories, and

presented the result as a vector:

D(u, t) = (
N1

Ntotal

,
N2

Ntotal

, ...,
Nn

Ntotal

)

whereNtotal =
∑
i

Ni

(3.1)

Assume we have a set of categories, C = c1, c2, .., cn, and that the number of

clicks that a user made under category ci in month t is defined as Ni. Also Ntotal is

the total number of clicks made by the user during month t. So D(u, t) is presenting

us with the proportion of time that the user spent on each category during the time

period. For each user they compared user click distribution for the most recent month

with the click distribution of all previous months. They concluded that the difference

between click distribution of the user’s most recent month and past months increases

as they moved back in history. As a result, the old user history is less valuable for

predicting the user’s future interests. Figure 3.2 demonstrates the graph that they
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drew to present their results.

Figure 3.2: Click distribution of users in different months[10].

3.3.1 News Trend

Earlier we discussed two different factors[10] that must be taken into account

in order to recommend news articles to users. We said that one of the elements that

has an effect on user interests in news reading is news trends. In [10] they categorized

users based on their nationality and analyzed their general behaviour towards big

news events in their country. For each country, the distribution of all the clicks

made by the users from that country in a past time period t, represents the common

interests, and is denoted as D(t). They assumed that the general interests of the

users of a country would change with respect to the big news events of that country,

and the log analysis supports this assumption as well. For example, during the US

election campaign that started in late 2007, the percentage of clicks on national news

stories doubled. This shows that those users who do not normally pay attention to

national politics became interested in this category during this time. Figure 3.3

displays the results of their log analysis.
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Figure 3.3: Changes in user interests according to news trends in USA[10].

Another example shows changes in user interests in different countries during

the 2008 Olympic games. As is shown in Figure 3.4, in August 2008, the graph

of general interests in sports news shows an increase in user clicks in countries like

Spain, United Kingdom and United States. Also it is obvious that sports news are

more popular among users in Spain compared to users located in UK and US.

Figure 3.4: Changes in user interests in sports-related articles according to news
trends in different countries[10]

This graph also illustrates some additional trends in user’s interest in sports-

related stories The dramatic drop in the graph of US after November in 2007 is
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related to the end of the baseball season in US. Also the rise of the graph in June

2008 is because of Euro Cup games, which US users were less interested in, compared

to the graphs of UK and Spain.

3.4 Bayesian Model

The log analysis demonstrates that user interests are predictable based on two

different factors: user activities in the past (long-term interests) and current news

trends (short-term interests). The long-term user interests, which are also called

genuine user interests, are related to user characteristics, so it will stay with the user

for a long time. On the other hand, short-term user interests are based on the big

news trends and probably will not last longer than the life of the news event itself.

In [10] they considered the ratio of total user clicks on special articles to the total

user clicks in general for the past several hours, to determine the big news trends.

Since we are using user comments as evidence of user interest in specific topics, we

cannot determine news trends easily, because it is hard to find enough comments in

the few hours after the articles were published.

As a result we changed the framework to suit our purpose, which is predicting

the users’ genuine interests according to their activities in the past. The system will

predict user interest for each time t, so in the next step we combine the results to

achieve an accurate prediction of the user’s genuine news interests. However, as we

mentioned earlier, we used keywords of articles to find new articles that match the

user’s interests as well. Thus the final recommendation is based on the results of

both these techniques. We can control the effect of each of these techniques in our

recommender system by selecting the desired rate.
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3.4.1 Predicting Users’ Genuine News Interests

We considered the comment distribution of a particular user for a specific time

period, t, in the past, presented by D(u, t). We would like to discover the user’s

genuine interests revealed in D(u, t). In order to compute the genuine interest of

a user in a specific category ci, we need to find the probability of a user being

interested (posting a comment) in the articles given the category in a period of time

t, pt(comment|category = ci). We can compute this probability using a Bayesian

rule, as follows:

interestt(category = ci) = pt(comment|category = ci)

= (
pt(category = ci|comment)pt(comment)

pt(category = ci)
)

(3.2)

pt(category = ci|comment) shows the probability of a user’s comment being in cate-

gory ci. The number of the user’s comments in category ci over the total number of

user comments in all categories in time period t gives us this probability. To calculate

pt(category = ci) we should find the ratio of articles in the specific category ci to

the total number of articles in the time period t. P t(comments) is the probability of

the user commenting on any article, regardless of the article category, which means

the total number of the user’s comments on different categories over the number of

all comments in time period t.

3.4.2 Combining predictions of past time periods

The previous equation calculates the user’s genuine interests in a particular

time period. To accurately find the user’s interests we need to combine those predic-

tions. We shall use N t (number of user’s comments in time period t) to normalize

the predictions that we made in time period t, because the greater the number of

a user’s comments that have been recorded, the better the predictions that can be
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computed. As a result the following formula can be used to predict the user’s genuine

interests.

interest(category = ci) = (

∑
t(N

t ∗ interestt(category = ci))∑
tN

t
) (3.3)

3.5 Suggesting new articles to a user, using key-

words

By choosing an article from a website like CBC news and looking for the source

of the page, keywords can be found within the Meta tag (Figure 3.5). This Meta tag

contains the words that were repeated in the articles. Search engines use this Meta

tag very often to return the results that match the requested query.

Figure 3.5: Meta tag containing the words that were repeated in the articles

We extract these keywords automatically from page sources and store them in

our database, to help us define categories for different articles. As we mentioned

earlier, categorizing articles based on CBC categorization limits our recommender

system when it comes to user interest crossover. Crossover happens when a par-

ticular user is not interested in category ci in general but she/he is attracted to a

specific article from category ci because this particular article contains something
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that matches the user’s interests. For example user A is interested in movies, health,

and world news, and there is no evidence that this user is interested in sport at all.

Also article B is categorized under football, but the content shows that the football

game was between some famous actors. So based on the content we can say that

user A might be interested in this article but based on our previous categorization,

there is no way that this article would be recommended to user A.

As we said, keywords contain those words in the content that were repeated the

most. So if we compare the keywords of article B to the keywords of the articles that

have been read by user A in the past, we might be able to find word(s) that match.

Thus we will be able to recommend article B to user A although they do not belong

to the same category, based on our categorization. This method helps to evaluate

user interests from different points of view. In fact it is a different categorization

of user interests, which differs from regular categorization like sports, politics, etc.

Finding new articles based on different categorizations will result in a more accurate

recommendation.

For the sake of simplicity, the keywords are not actually categorized, so ev-

ery time that we want to find a new article, the keywords of the article should be

compared to the keywords of the articles that have been visited by the user in the

past to find out if there is a match. This comparison will result in a very accurate

answer. On the other hand, it will take lot of time, especially if the number of user

keywords is high. So one can use different machine learning algorithms to categorize

them.
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Chapter 4

System Implementation

We developed a content-based recommender system based on the proposed

model that recommends new articles to users based on their history of posting com-

ments. Figure 4.1 demonstrates the elements in our system.

Figure 4.1: System architecture.

In our first step different data like user Id, user comments, article titles, article

keywords, etc. were collected automatically from CBC News website from 2012.05.01

untill 2012.08.30, and stored in a database. In this project MySQL is used as a
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relational database management system (RDBMS). MySQL is the most popular

open source DBMS [24].

Figure 4.2: Result of a query in MySQL.

Then specific queries are requested from the database using Java. Eclipse has been

used as a development environment (Figure 4.3). This result might be saved in the

data structure Array List of different classes or might be used directly for calculations

or comparisons.

The goal is to predict user interests using the proposed Bayesian model, and

then based on those predictions and also article keywords comparison, recommend

new articles to the user. So first of all we look for the visited articles (which are stored

in our database under the webpage attribute) and their categories, and by visited

articles we mean those articles that the user talked about by posting comment(s),

and then we keep the number of visited articles for a specific category and date.

Also we need the number of all user comments and the number of all articles for

that specific category and date. Using this information we are able to predict user

interest for different dates.

The result of this calculation is stored. Thus whenever we need to calculate

the genuine user interest, we combine the stored result of different dates to find the
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answer. One advantage of storing predictions based on date and combining them

whenever we need is that, as soon as we update our database, we can compute the

user interest for the new date and use it in our calculation. Also we can eliminate

those results that are outdated. As we mentioned in chapter 3, user interest changes

over time. Aside from using user history to predict a user’s interests, whenever a

new article’s keywords are entered into our system, we search our database using

the given userId and the keywords to find matches. Finding matches shows that the

user is interested in those new articles, so they can be recommended to the user.

Figure 4.3: A query is requested from the database using Java

In order to test the system we designed a very simple website, which we called

demo website. In this website we can choose a specific user Id from a drop down list

and submit it to see the links of articles that are recommended to that particular user,

as in Figure 4.4. By clicking on the links the real pages can be visited and the user can

have access to recommended articles. The website is designed using Java Server Pages

(JSP), which is a technology that helps software developers construct dynamically

generated web pages based on HTML, XML, or other document types[25].
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Figure 4.4: First page of our demo webpage

When a user Id is submitted, it will be sent to the predict-user-genuine-interest

function in the program where different data related to that user can be easily

accessible. There is a list of new articles’ Ids and their titles in the database. Using

this information, the category of each of the new articles will be determined and

then checked to see if this particular user is interested in any of the specified new

articles, based on the results of our prediction. Those articles that match the user’s

interests will be displayed on the screen as a link (Figure 4.5). We will also look for

the matches between the new articles’ keywords and the user’s keywords, which are

stored in our database. If any match was found, it will be displayed as a link along

with the other results. Also we can define a threshold, so if the number of matches

meets the threshold, the article will be recommended to the user; otherwise it will

be ignored.
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Figure 4.5: Articles that are recommended to a specific user.

Aside from user Id, the user can choose the percentage of involvement of each

method in order to get suggestions (Figure 4.4). For example the user can choose to

use methods separately, or the user might choose 50 percent of each method.
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Chapter 5

Experiments

To evaluate the accuracy and performance of our recommender system we ran

some experiments. Random samples were selected and analyzed, using the algorithm

separately and in combination.

5.1 Experimental Data Sets

We selected 10 users randomly using the condition of having visited at least

50 articles from 01/05/2012 to 30/07/2012. We chose the threshold of 50 based on

our experiments, which show that our system will perform poorly if the number of

visited articles drops below 50. Also considering the selected period of time, which

is 90 days, if a user reads fewer than 50 articles in 90 days the probably she/he is

not really interested in the newspaper after all.

5.2 Experimental Method

The method that we used to evaluate our system is precision and recall. This

method is used widely to evaluate pattern recognition and information retrieval

methods. For example consider an information retrieval case: documents are the
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instances, and relevant documents should be returned in response to a given search

term. The fraction of retrieved instances that are related to the search term demon-

strates precision, and the fraction of related instances that are retrieved is called

recall. So a precision score of 1 shows that all the results were relevant to the search

term, but it cannot tell us if the entire set of existing relevant documents were re-

trieved. On the other hand, a recall score of 1 indicates that the entire existing

relevant documents were retrieved but it is not able to show us how many of the re-

trieved instances were irrelevant. There is an inverse relationship between precision

and recall. If one tries to increase recall, precision will decrease and vice versa: in-

creasing precision decreases recall. So these two concepts are not isolated from each

other and the results show the system performance in relation to each other[26].

5.3 Experimental Results and Analysis

As we said, we chose 10 different users to test our system, and we used the

precision and recall method to evaluate the results. In our first step we found user

interests for each of these 10 users, using the information stored in our database

(a human checked the database and drew the following table). We define human

interests based on the article’s category in the CBC website. Subcategories like

Canada, health, etc. are shown in the table. These subcategories are under the

News category. We searched the database for each user and counted the number of

visited articles in each category. Our test data are those articles that were released

from 02/08/2012 to 14/08/2012. We also counted the number of articles in different

categories from 02/08/2012 to 14/08/2012 (Table 5.2-5-11).
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Figure 5.1: This table shows number of articles that each user posted comments
about in different categories.

In real situations our system will recommend articles to users on a daily ba-

sis. But here we combined the results of 12 different days for each of the algorithms

(category-based and keywords-based) to describe our system performance. The num-

bers of articles that can be recommended to each user vary based on the categories

and keywords of the articles that were released on that day. But we will not rec-

ommend more than 10 articles per day. So whenever the number of recommended

articles is more than 10 we will recommend the top 10 most interesting articles to

the user based on the probability of user interest in each category.

As we mentioned in chapter 4, users might ask for recommendations based

on category or based on keywords, or she/he might choose a combination of both

algorithms (50 percent of the results of both algorithms). In that case after com-

puting the results for both algorithms and keeping one set of those results that are

identical, we sort them based on user interest. Then we will use half of the most

interesting articles of each set of results and recommend them to the user. For ex-

ample if the result of category-based is 12 articles and the result of keywords-based

algorithm is 8 articles, first we check for identical articles. If we find any, we will

ignore one of them (those that belong to keywords-based algorithm results). Then

we should sort them based on user interest probability and then we will choose 6 ar-

ticles from the category-based results and 4 articles from the keywords-based results

and demonstrate them in the form of links to the user.
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5.3.1 Running the algorithms separately

We ran each of the algorithms for our 10 selected users (test data are the articles

from 02/08/2012 to 14/08/2012) and then found the category of each article in the

results sets. In Table 5.2 we demonstrate a number of recommended articles in each

category and then calculate precision and recall for each algorithm based on these

data. The precision score of the category-based algorithm for user 14541 is 1.0, which

means all the articles that are recommended are relevant to the categories of user

interests. The recall score in this algorithm is close to 1.0, which means almost the

entire existing articles that were relevant to the user’s interests were recommended,

with the exception of 6 articles in Football and 3 articles about Offbeat that are

missing. This means the recall is:

112/121 = 0.93 (5.1)
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Figure 5.2: Information related to user 14541, first table displays the result of
category- based algorithm and second table displays the results of keywords-based
algorithm, Also note that the last column in this tables and rest of the tables in this
chapter contains the total number of the articles that have been visited by all ten
users.

Because the recall of the category-based algorithm is close to 1.0, most of

the articles that are recommended by the keywords-based algorithm are duplicates

of category-based results. We checked for unique results from the keywords-based

algorithms and we found that one of the articles about soccer was not in category-

based results.

This user has not read any article about basketball but in the second table one

article about basketball is recommended. That is because the user was interested in

articles related to the Olympics and this basketball article also is related to Olympics.

The result of precision, which is calculated for the keywords-based algorithm, is less

than 1.0, because we computed the precision based on user interests, which also

were classified in different categories. But if we look at user interests in more detail

(checking user keywords) we might say that the precision is 1.0. But in this report

for the sake of simplicity we calculate precision and recall based on categories of user

interests, which is not very detailed. On the other hand the keywords based algorithm

cannot recall all the related articles because, if it does not find any match in the

user’s keywords and articles keywords, it concludes that the user is not interested

in the article, which might not be correct. As a result most days this algorithm

cannot recommend anything to the user. For example the keywords-based algorithm

recommended one article on 09/08/2012, five articles on 10/08/2012, three articles

on 11/08/2012 and nothing for the other days (within our testing period). Note

that those articles will be recommended if one of their keywords matches the user’s

keywords more than two times. In other words, that keyword was repeated in the

user’s keywords list more than twice. If we change this condition to more than one

the algorithm will recommend more articles but not enough to make the recall score
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1.0 or even close to 1.0. Also, many of these new recommended articles can be found

in the results of the other algorithm. In Tables 5.9, 5.10, and 5.11 we have shown

the results of the second condition (if there is one or more matches in keywords) as

an example.

Figure 5.3: Information related to user 14570.

In Table 5.3 again we checked for unique results of the algorithm and we found

out that articles about soccer and hockey are not identical to those in the first table.

According to the results this user has no interest in hockey based on his/her visited

articles but keywords-based algorithm recommend an article about hockey to this

user because one or some of the keywords were repeated in user keywords list more

than twice. In Table 5.4 second part, 4 articles were recommended by the keywords-

based algorithm, that are not in users interest categories. But apparently their

keywords were repeated in user keywords list more than twice. This shows although

the keywords-based algorithm might not be able to recommend articles to the user

every day and some of its recommendation might be duplication of category-based

algorithm, but it is capable of recommending articles from new categories to the
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user, which might be actually interesting for the user. But because of the mentioned

weaknesses of this algorithm it should be combined with another algorithm like the

category-based algorithm in a recommender system.

Figure 5.4: Information related to user 14751.

In Table 5.5 articles about soccer and health are recommended articles from

new categories to the user.
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Figure 5.5: Information related to user 15047.

In Table 5.6 the only new article that is recommended to the user, is about

soccer, although the user has not read any of the articles in that category before.

Figure 5.6: Information related to user 15196.

In Table 5.7 new articles from soccer and basketball categories are recom-

mended to the user by the keywords-based algorithm, while the algorithm only rec-

ommend a new article about soccer to the user in Table 5.8.
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Figure 5.7: Information related to user 15786.

Figure 5.8: Information related to user 15850.

As we mentioned earlier in Tables 5.9, 5.10 and 5.11, we have run the keywords-

based algorithm with the condition of finding more than one matching keyword. As

a result the algorithm recommended many more articles to users (almost 3 times, see
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Table 5.9 and 5.10). It is true that many of them are just duplicates of what we had

in the category-based result set, but also we have more new articles as well (two more

about health and one more about soccer; also we have one article about baseball,

which was not recommended with the first condition). Also in Table 5.10 all the new

articles are recommended based on the second condition (two articles about soccer,

two articles about basketball, two articles about hockey, one about health and three

about offbeat) and all of the results of the first condition were duplications.

Figure 5.9: Information related to user 16025.
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Figure 5.10: Information related to user 17047.

Figure 5.11: Information related to user 46261.
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5.3.2 Combination of algorithms results

In order to show the performance of the combination of category-based and

keywords- based algorithms, we tested our system on a specific date (10/08/2012)

for two different users and the result are demonstrated in Tables 5.12 and 5.13. In

these two examples our category-based algorithm selects all the possible articles on

that date to be recommended to the user so precision and recall scores are 1.0 the

articles that are chosen by keywords-based algorithm is the same as the category-

based algorithm (Table 5.12), or contain something new (Table 5.13). In both cases

because we are going to use the combination of both results, we can consider precision

and recall score to be 1.0. Because all the articles that are related to user’s interests

are retrieved and all the articles that are retrieved are related to user’s interest.

Previously we said that we would ignore one set of the identical articles and

then sort them based on user interest. In that case it is probable that the new articles

that are recommended by the keywords-based algorithm will never be recommended

to the user (because they are going to be sorted as the least favorite of the user)

unless there is a small number of articles that are recommended by the keywords-

based algorithm and some of them are similar to the category-based algorithm result

or all of them are new articles, just like our second example.

Figure 5.12: Results related to the combination of both algorithms for user 14541.
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Figure 5.13: Results related to the combination of both algorithm for user 16025.

5.3.3 Precision and Recall of the algorithms

The following graphs demonstrate the precision and recall score of all 10 users

for our algorithms. The keywords-based algorithm’s precision and recall scores are

much lower than for the category-based algorithm (especially in relation to recall

scores), which was expected because the goal of the keywords-based algorithm is to

introduce users to the articles that although they relate to subjects that they do not

read regularly (or they have never read), might be interesting for them.

Figure 5.14: Precision and recall of 10 users (Keywords-based Algorithm)
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Figure 5.15: Precision and recall of 10 users (category-Based Algorithm).

5.4 Discussion

Based on the results of the experiments, the category-based algorithm recom-

mends to the user almost all the possible relevant articles. However, the algorithm

cannot introduce new articles from new categories that might be interesting for users.

On the other hand, we can cannot entirely rely on the keywords-based algorithm,

because this algorithm has difficulty in recommending all the relevant articles. So

using these two algorithms together could be a very good choice.
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Chapter 6

Conclusion and Future Work

Content-based recommender systems employ users’ past activities to predict

interests in order to suggest new items to them. This method of filtering is popular in

news recommendation and has been widely used. We aimed to create a content-based

recommender system for a news website like CBC News that performs reasonably

with a small amount of data. The system can be used with other similar websites as

well. Furthermore, instead of user clicks on articles, we considered user comments

as proof of user interest in a specific subject that is stronger evidence. Moreover,

we combined this category-based algorithm with another algorithm that attempts

to match user keywords and article keywords. We called this the keyword-based

algorithm. We combined these two algorithms to meet different users’ needs.

Our experiments show that the category-based algorithm is capable of recom-

mending almost all of the possible relevant articles to the user but cannot introduce

users to new articles from new categories that might be interesting for them. On

the other hand, our recommender system cannot only rely on the keywords-based

algorithm. This algorithm has difficulty in recommending all of the relevant articles,

however it is capable of introducing our users to new articles from new categories.

Thus using these two algorithms together was found to be a very good choice, based
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on experiment’s results.

As we discussed through this report there are many techniques that can be

used to implement a recommender system. To extend and improve our work we

can combine our content-based algorithms with a collaborative algorithm. Also,

in the case of the keywords-based algorithm it might be a good idea to identify the

synonyms and consider them in the algorithm. Identifying synonyms will help to find

more matches for each keyword so the recommendation will become more accurate

(having more evidence gives us stronger proof). Further, it might be interesting to

add news trend information to our results. News trend or hot news are those articles

that form short-term user interests. For example, during the Olympic games many

users appeared interested in articles related to the games and events about this topic.

This is despite the fact that they might have no history related to any kind of sports

in our database. Some of these users might not be interested in reading about sports

after the Olympics. So, it is important to determine the articles that are related to

news trends and suggest them to users.
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