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ABSTRACT 

A computational fluid dynamic study was completed to investigate the two-

dimensional wave generation and cancellation characteristics of the Atargis Cycloidal 

Wave Energy Converter (CycWEC). The numerical modeling was based on the 

unsteady Reynolds average Navier Stokes (URANS) equations and determined the free 

surface fluctuations using the volume of fluid method. A specialized hybrid grid design 

was required to accurately resolve the complex viscous flow field resulting from one or 

more hydrofoils rotating beneath the free surface at a constant angular velocity. The 

research progressed incrementally from single and two-hydrofoil wave generation 

concluded with two-hydrofoil wave cancellation. Unlike previous inviscid simulations, 

the URANS simulations were able to model nonlinear free surface interactions and 

viscous effects, allowing shaft torques to be numerically predicted for first time. It also 

provided complete velocity and pressure fields which previous experimental work could 

not. 

A grid refinement and time step sensitivity study are completed to increase 

simulation accuracy and computational efficiency. Fluctuations of wave height, surface 

pressure distribution, hydrodynamic force, and device efficiency from generated and 

cancelled wave fields are examined in detail for various hydrofoil pitch angles. For two-
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hydrofoil wave generation with large pitch angles URANS simulations predicted 94% of 

the required shaft power is transferred directly to the generated wave field. When 

operated as an energy extraction device the URANS simulations predicted that up to 

92% of the incident wave field was cancelled and 82.7% of the average incident wave 

power was converted to useful shaft power.   
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CHAPTER 1 

1. INTRODUCTION 

1.1. Background 

Due to the steadily increasing global population and the industrialization of China, 

India and other parts of Asia, global energy requirements have continued to grow. Fossil 

fuels have been heavily relied upon to meet the increasing energy demands. These fossil 

fuels are, however, in limited supply and are projected to run out before the turn of the 

century [1]. Without the use of fossil fuels the energy demand required for continual 

global development cannot currently be met. For this reason, there is a need for 

alternative forms of energy collection and extraction methods.  

The tremendous potential of ocean waves to provide clean renewable energy is well 

known. The total annual global energy requirement is currently estimated at 16 Peta Watt 

Hours (PWh=1012 kWh), and according to Boyle [2], The World Energy Council has 

estimated the total annual energy stored in ocean waves to be 17.5 PWh. Thus, ocean 
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wave energy remains one of the most abundant renewable energy sources available that is 

virtually untapped. 

The fundamental properties of an ocean wave are summarized in Figure 1 where λ 

represents the wavelength and H represents the wave height, which is measured from 

wave-crest to wave-trough. The wave propagation direction and the circular paths of the 

water particles below the wave are also shown. The rate at which the wave propagates, or 

the wave speed, is equal to the quotient of the wavelength and the wave period [3]. 

 

Figure 1 - Deep ocean wave schematic [4]. 

Unlike an ocean current, which transfers energy using a net mass transport, deep 

ocean waves transport energy in the direction of wave propagation without a net mass 

transport. Using inviscid linear wave theory it can be shown that the total average energy 

per unit surface area is defined as: 
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2

8
1 gHE ρ=           (1) 

where ρ is the density of the fluid, and g is the gravitational acceleration [3]. The average 

rate at which the wave energy is transferred, commonly referred to as the total wave 

power per unit width, is defined as:  

Ė gT EC=           (2) 

where Cg is the group velocity, which for deep ocean waves is equal to half the wave 

speed [3]. Thus, the magnitude of energy transported by an ocean wave is proportional to 

both the wavelength and wave height.   

The mean position of water particles under a deep ocean wave is considered to be at 

the center of their circular rotational path, as shown in Figure 1 [3]. The radius of the 

rotational path cannot exceed half of the wave height, and decays exponentially until the 

water depth reaches the wave base. Once the water depth reaches the wave base, which is 

equal to half the wavelength, the water particles are no longer affected by the deep ocean 

wave.  

As a result of the unsteady nature of the power available in ocean waves and the 

extreme environment in which the energy converter must operate, creating an efficient, 

reliable, and cost effective ocean wave energy converter has been a significant 

engineering challenge. A major draw-back of many existing wave energy converters is 

that the energy is converted to reciprocating mechanical motion, which then drives an 

intermediate power-take-off system that converts the energy to a useful form [5]. Atargis 

Energy Inc. is developing a novel lift based Cycloidal Wave Energy Converter 
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(CycWEC) that is capable of converting wave energy directly to rotational mechanical 

energy. A 1:10 scale model of the CycWEC is shown in Figure 2.  

 

Figure 2 - 1:10 Scale model of the Atargis CycWEC [6]. 

The CycWEC consists of one or more rotating hydrofoils aligned parallel with the 

incident wave crest and located just below the free surface, as shown in Figure 3. The 

local flow field induced by the propagating incident wave will cause the hydrofoils to 

rotate about the main shaft at the incident wave frequency [9].  

Based on its operating principle the CycWEC is defined as a wave terminator in 

which the goal is to “terminate” the incident wave, thereby extracting its energy. As 

pointed out in Falnes [1], and showing in Figure 4, an effective wave terminator must 

generate a one-sided wave field propagating in the same direction as the incident wave 
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field and be of equal amplitude, but with 180° of phase shift. The interaction of the 

incident wave and the wave generated by the WEC results in the complete cancellation of 

the incident wave past the converter, also shown in Figure 4, and thus the wave energy is 

completely extracted.   

 

Figure 3 - Wave termination capabilities of the CycWEC based on inviscid potential flow simulations 

[11]. Note the free surface elevation is scaled up by a factor of ten for visualization purposes. 

 

Figure 4 - Operating principles of a wave terminating device. 
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1.2. Research Objectives 

To date numerical investigations of the CycWEC have employed inviscid potential 

flow methods. In this work, investigations will be extended to include viscous and non-

linear effects using unsteady Reynolds Averaged Navier-Stokes (URANS) simulations. 

The URANS simulations are superior to the inviscid simulations because they model 

nonlinear free surface interactions and viscous effects, while allowing the resulting shaft 

torques to be predicted.  In addition, the URANS simulations provide details of the flow 

field that experiments cannot, such as complete velocity and pressure fields.  

As previously mentioned, for effective wave termination the ideal wave energy 

converter must generate a single sided wave of equal amplitude and period as the incident 

wave while being exactly out of phase. Therefore, understanding the wave generation and 

cancellation abilities of the CycWEC as a function of the various device parameters, such 

as the hydrofoil pitch angle, is critical. To accomplish this, a series of specific research 

objectives were developed: 

• Develop a two-dimensional CFD model of a single hydrofoil rotating beneath a 

free surface at a fixed pitch angle and angular speed. 

• Complete a grid and time step sensitivity study to ensure that a grid and time step 

independent solutions have been achieved.  

• Investigate the wave generation properties of a single rotating hydrofoil as a 

function of blade pitch angle. 

• Develop a two-dimensional CFD model of the CycWEC model featuring two 

hydrofoils rotating beneath a free surface at a fixed pitch angle and angular speed. 
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• Investigate the wave generation properties of the CycWEC model featuring two 

hydrofoils as a function of blade pitch angle. 

• Develop a two-dimensional numerical wave tank to generate a desired incident 

wave field based on user input. 

• Investigate the two-dimensional wave cancellation abilities of the CycWEC using 

the numerical wave tank and a CycWEC model featuring two hydrofoils. 

Emphasis will be put on investigating the resulting shaft torques, viscous effects, 

and the hydrodynamic efficiency of the CycWEC.  
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CHAPTER 2 

2. LITERATURE REVIEW 

2.1. Previous CycWEC Investigations  

Research involving wave energy extraction using rotating hydrofoils initially began 

in 1980 at TU Delft University [8]-[10]. Experimental results supported the concept that a 

single hydrofoil attached to a fully submerged horizontal shaft could operate as a winch 

in regular long crested waves. Further numerical and experimental investigations on the 

topic by Marburg [8] and van Sabben [10] demonstrated the feasibility of the CycWEC 

concept, as well as its ability to potentially synchronize with the incoming wave 

frequency and rotational phase. However, the conversion efficiencies were found to be 

only a few percent.  

The original work completed at TU Delft University was extended at the United 

States Air Force Academy [11]. The primary objective was to increase conversion 

efficiencies by operating at higher blade speeds relative to the wave-induced velocity and 
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by using a feedback-flow-control to continuously adjust the blade orientation and 

position to match the incident wave field. An initial potential flow analysis completed by 

Siegel and al. [11] predicted efficiencies greater than 99% when the CycWEC was 

subject to incoming harmonic waves. The device efficiency was heavily dependent on the 

relative phase between the incident wave and rotating hydrofoils and magnitude of the 

hydrofoil’s bound circulation. Siegel and al. [12] experimentally investigated the 

performance of a 1:300 scale CycWEC model using a two-dimensional wave tank. 

Efficiencies for harmonic wave cancellation were found to be as high as 95%, which 

agreed well with the findings of Siegel and al. [11].  

The performance of the CycWEC in a long crested irregular wave field was initially 

investigated numerically by Jeans and al. [5] and experimentally by Siegel and al. [12]. 

Jeans and al. [5] concluded that a two hydrofoil device could achieve efficiencies ranging 

from 70 to 90% when exposed to a standard Bretschneider energy spectrum [22]. 

However, several numerical simulations were able to achieve efficiencies as high as 98%. 

Further 1:300 scale experiments by [12] verified these results, achieving experimental 

efficiencies of 77% in a similar two-dimensional wave field. The current limitation 

preventing improved device efficiency in an irregular wave field is the performance of 

the feedback-flow-controller. 

 More recently, a one-tenth scale prototype, as shown in Figure 2, has been 

manufactured for large scale testing at the Texas A & M offshore technology research 

centre. The prototype consists of two hydrofoils located 180° apart, and each having a 

modified NACA 0015 profile with a chord of c = 0.75 m, and span of 4.5 m. The 

hydrofoils rotate at a radius of 1 meter from the axis of rotation. A major advantage of 
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this larger scale prototype is that it can quantify the amount of power directly delivered to 

the CycWEC shaft, while previous experiments and potential flow simulations could not. 

Preliminary experiments verified that the device was able to generate a net power output 

of 370 W at the design point when subject to a harmonic incoming wave [13].  

2.2. Previous Computational Studies of Hydrofoils near a Free Surface  

Recently, viscous numerical simulations of a lifting hydrofoil translating in the 

vicinity of a free surface were completed at the University of Edinburgh by Gretton and 

al. [14]. The principle research objective was to complete a mesh refinement study so that 

an optimal mesh was obtained that accurately predicted the resulting wave field in the 

downstream wake. Free surface heights were compared to the results of the classical 

experiment of Duncan [15] who measured the free surface height behind a two-

dimensional submerged hydrofoil being towed at a constant horizontal velocity and angle 

of incidence. For the numerical simulations, a coarse, medium and fine mesh were 

created and it was found that the coarse mesh did not capture the free surface elevation in 

the wake accurately. However further investigation revealed that by coarsening only the 

mesh surrounding the hydrofoil and not the mesh created to capture the free surface, the 

free surface elevations were the same as those predicted by the medium density mesh.   

2.3. Numerical Wave Tank Development 

To numerically test the wave cancellation abilities of a wave energy converter, a 

desired incident wave field must be generated to interact with the energy converter. To 

accomplish this, numerical wave tanks have been developed that can produce regular or 
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irregular wave fields in both two and three-dimensions [16]-[17]. Note this research only 

investigated two-dimensional numerical wave tanks.  

Creating waves within a numerical domain requires one of three different wave-

making approaches, namely: ‘inlet-velocity boundary condition’, ‘momentum source 

term’, or a ‘mass source term’. Guo and Steen [17] investigated the accuracy of these 

three wave-making techniques as a function of both grid densities and time steps size. 

The overall computational efficiencies of the three methods were also investigated. 

For the inlet-velocity boundary condition method the complete velocity distribution 

and free surface position is required at the boundary. This method does not work without 

a free stream current velocity because the high turbulent viscosity ratio causes problems 

with the numerical solver along the inlet boundary [17]. Since the inlet-velocity boundary 

condition is located directly on the inlet interphase it is more sensitive to any errors in the 

velocity field or free surface modeling at the inlet compared to the momentum or mass 

source terms. The inlet-velocity boundary condition approach was found to be an 

effective method to study the interaction between waves and currents. However, when 

any type of body was present in the flow that caused a reflection back towards the inlet, 

this method lost its numerical accuracy. When subject to different time step sizes and grid 

density it was found that 1200 time steps per wave period, 90 cells per wavelength and 20 

cells per wave height, were required for simulation results to replicate analytical results 

[17].  

The momentum source term method generates a wave field using an internal 

momentum source zone that manipulates the URANS equations by adding a source term 

that specifies the horizontal and vertical components of velocity and the averaged 
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pressure required to generate a wave field [17]. A supplementary feature that is required 

for the application of a momentum source term to be successful as a wave-maker is the 

presence of a zone located between the momentum source zone and the numerical 

domain of interest that absorbs any reflected waves. The reflected wave must be absorbed 

before reaching the momentum source zone or they will distort the outgoing generated 

wave field. The wave absorption zone must however be unidirectional as to not absorb 

the generated wave field that is propagating from the momentum source zone towards the 

numerical domain of interest. With a wave absorption zone in place, the momentum 

source term wave-maker can create a constant wave field whose amplitude and frequency 

matches analytical values. In terms of time step and grid density, the momentum source 

term was able to produce accurate results with 600 time steps per wave period and 45 

cells per wavelength, which was an improvement compared to the computational 

requirements of the inlet-velocity boundary condition wave-making technique [17].  

The final wave-making technique that was investigated involved the addition of a 

mass source zone, located underwater, to the domain. A wave field is generated within 

the mass source zone by introducing a mass source term to the continuity equation. The 

result of a correctly defined mass source term is a user defined surface wave which 

propagates towards the outer boundaries. Unlike the momentum source term, the mass 

source term method does not required a reflected wave absorption zone as any reflected 

waves from a body in the domain will pass through the numerical wave-maker without 

distorting the generated wave field [17]. This occurs because the momentum source is a 

force per unit volume in a specified direction, so any unexpected velocity components, 

such as those resulting from a reflected wave, become part of the new velocity field [19]. 
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A fluid mass source however, adds a mass flow rate per unit volume and only requires 

the direction of the added mass to be fully defined, not the exact velocity profile [19]. 

Since waves travel without a net mass transport, they are able to propagate through the 

mass source term without negatively affecting the generated wave field.  

One drawback to the mass source term is that the amplitude of the generated wave is 

affected by the vertical position of the source zone relative to the free surface and the 

overall size of the source zone. However, using suggested parameters ranges based on 

previous work by Guo and Steen [17], small amplitude waves of desired wave height and 

frequency can be generated using basic linear wave theory. It is also important to note 

that unlike the other wave-making techniques, for the mass source term method a two-

side wave train is generated that propagates in both directions from the source. When the 

performance of the mass source term was examined as a function of time step and grid 

spacing it was found that the time step and grid spacing requirements were the same as 

those for the momentum source term [17]. 
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CHAPTER 3  

3. Methodology 

The required parameters and procedures to complete URANS simulations that test the 

single and double hydrofoil wave generation and cancellation abilities of the CycWEC 

model are defined in this chapter. Details are also included concerning the development 

of a numerical wave tank. For generating the incident wave field the geometry of the 

numerical domain is initially explained, the flow solver is then outlined and lastly the 

applied boundary conditions are explored.  

3.1. Geometry  

The hydrofoil geometry and rotation rate were chosen to match the existing 1/10 scale 

model experiments. It is important to note that for the current research a two-dimensional 

approach for modeling the CycWEC was chosen to help reduce the computational 

requirements of the simulations. Essentially, the simulations model a hydrofoil of infinite 

span, which is equivalent to assuming the hydrofoil has a very large aspect ratio. This 
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assumption is similar to previous computational studies by Siegel and al. [11] which were 

also two-dimensional. Figure 5 displays a schematic of the CycWEC, as will be 

considered throughout this research. It features two hydrofoils that are attached parallel to 

the horizontally oriented main shaft at a radius, R = 1 m, and rotating clockwise at 

angular speed ω = 2.503 rad/s in the positive 𝜃 direction, which is measured from the y-

axis to the quarter chord point of each hydrofoil. The two hydrofoils are offset by 𝜃 = 

180°. The rotational point for these simulations remains at the fixed submerged depth yc 

= 1.4 m which is measured relative to an inertial Cartesian coordinate system (x, y) with y 

= 0 m being the undisturbed free surface. The water depth, D = 5.8 m, was also measured 

relative to the undisturbed free surface.  

The hydrofoils are modified NACA 0015 hydrofoils, which were cambered so that 

when the pitch angle is α1 or α2 = 0° the mean camber line is aligned with the rotational 

path. Note that the pitch angles α1 and α2 are defined in Figure 5 as a rotation of the body-

fixed coordinate system (X1, Y1) or (X2, Y2) with their origins located at the hydrofoil 

quarter chord. The chord length, c, had a value of 0.751 m.  

The local elevation of the free surface relative to its undisturbed position is defined as 

η, and the peak-to-peak amplitude of the generated waves (or wave height) is defined by 

H. The approaching incident ocean wave, WA is assumed to travel left to right, and waves 

generated by the CycWEC propagating in the opposite direction of WA are considered 

travelling in the up-wave direction and are identified as W-1, W-2, W-3. Generated waves 

propagating in the same direction as WA are considered to be travelling down-wave and 

are identified as W1, W2, W3. Note that the subscript 1 represents the fundamental wave, 

while subscripts 2 and 3 represent the 1st and 2nd harmonics, respectively. 
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The mass source zone, which physically represents a wave making device, is located 

up-wave relative to the CycWEC. It has a central point located at (xs, ys) and a mass 

source zone height and width of hs and ws, respectively. The submerged depth of the mass 

source upper surface from the undisturbed free surface is Ds. 

 

Figure 5 - A schematic of CycWEC two-hydrofoil geometry with mass source zone. Note α1 = 0° in 

this figure. 

3.2. Flow Solver 

In the current research the resulting unsteady flow field is modeled using the unsteady 

Reynolds averaged Navier-Stokes (URANS) equations and the free surface is modeled 

using the volume of fluid method. To include an internal wave-maker in the numerical 

domain, a mass source term is employed. Numerical beaches are also present near the 

boundaries to invoke numerical wave dissipation and prevent waves from reaching the 

boundaries and reflecting back into the domain of interest. 
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3.2.1. Unsteady Reynolds Averaged Navier-Stokes Solver 

The URANS simulations employ ANSYS CFX, a commercially available finite 

element/ finite volume based unsteady Navier-Stokes solver [19]. To fully solve a high 

Reynolds number turbulent flow field would require an impractical amount of 

computational resources due to the presence of extremely small grid elements needed to 

fully capture all the turbulent length scales. To improve the practicality of numerical 

simulations the URANS method approximates the turbulent fluctuations of the flow 

based on an average and fluctuating component of the velocity field [19]. Using this 

approach the velocity is modelled in tensor form is as follows: 

iii uUu '+=           (3) 

where iu  is the flow velocity tensor, Ūi is the time-averaged flow velocity tensor, and iu'

is the fluctuating component of the flow velocity tensor [19].  

The continuity equation, accounting for mass conservation, in tensor form is: 

0=
∂
∂

+
∂
∂

i

i

x
U

t
ρρ           (4) 

where ρ is the density of the fluid, and t is time [19]. The Reynolds averaged momentum 

equation in tensor form is therefore:  

ij

iji

x
p

x
UU

t
U

∂
∂

−=
∂

∂
+

∂
∂ )()( ρρ )''())(( ji

j
i

i

j

j

i

j

uu
x

g
x

U
x
U

x
ρρµ

∂
∂

−+
∂

∂
+

∂
∂

∂
∂

+        (5) 

where p is the time-averaged pressure, μ is the dynamic viscosity, gi is the component of 

the gravitational acceleration in the direction of xi, and ji uu ''ρ are known as the Reynolds 
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stresses. The addition of Reynolds stresses to the momentum equation as a result of time-

averaging results in six additional unknowns, three normal stresses and three shear 

stresses [19]. To close the system of mean flow equations, the unknown Reynolds 

stresses must be modelled using turbulence models. 

   The Shear Stress Transport (SST) turbulence model is a two-equation model that uses 

an extended Bossinesq relationship to relate the Reynolds stress terms in the URANS 

equations to the velocity gradient in the flow as follows: 
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where μt is the turbulent viscosity, k is the turbulent kinetic energy per unit mass, and δij 

is the identity matrix [19].  The Bossinesq relationship is based on the Reynolds stresses 

being proportional to the mean rate of deformation [19]. The SST turbulence model is a 

hybrid turbulence solver which employs the k-ε turbulence model in the fully turbulent 

region far from the wall and the k-ω turbulence model near the wall. This is 

accomplished by substituting the rate of viscous dissipation for the product of the 

turbulent frequency and the turbulent kinetic energy [19]. The governing transport 

equation for the turbulent kinetic energy per unit mass, k, in tensor form is: 

ϖρβ
σ
µ

µ
ρρ kP

x
k

xx
kU

t
k

k
ik

t

ii

i ′−+
∂
∂

+
∂
∂

=
∂

∂
+

∂
∂ ))(()()(

3

    (7) 

where Pk is the shear production of turbulence, ϖ is the turbulence frequency, σk3 and β´ 

are constants. The transport equation for the turbulent frequency, ϖ, in tensor form is 

then:  
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where σϖ3, α3 ,and β3 are constants, and F1 is a blending factor [19]. The transport 

equations for turbulent kinetic energy and turbulent frequency both follow a similar form. 

The first term on the left hand side of equation (7) & (8) is composed of a time rate of 

change for the transported variable, which is followed by a term defining transport of the 

variable by convection. The right hand side of the transport equations are composed of 

the transport of the variable by turbulent dissipation, the rate of production of the variable 

and rate of dissipation of the variable [19].   

3.2.2. Free Surface Modeling - The Volume of Fluid Method  

The concept of modeling the free surface fluctuations using the volume of fluid 

method was initially introduced by Hirt and Nichols in 1979 [20]. The method allows the 

position of the free surface to be determined using a series of volume-averaged flow 

equations and an advection equation [20]. The result of the volume of fluid method is that 

each element in the numerical domain is assigned a single value for the water volume 

fraction, γ. For two-phase flow, the water volume fraction has a value of unity in the 

water phase and zero in air.  The free surface is then approximated as the position where 

the water volume fraction is 0.5 within the elements that contain both water and air. An 

example is shown in Figure 6 of the volume of fluid method being applied to model an 

air bubble submerged in water.  
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Figure 6 - Volume of fluid method modeling an air bubble submerged in water [21] 

The volume fraction, γ, is a scalar property of the fluids within each control volume 

in the numerical domain. The variation of the volume fraction is governed by an 

advection equation as follows: 
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where u and v are the horizontal and vertical component of the flow velocities [21]. With 

the volume fraction value resolved for each element, the location of the free surface 

requires the development of a set of equations that define the flow properties within each 

element. The mean density for the element is solved as follows: 

Average Volume 

Water (γ = 1) 

Air (γ = 0) 

Water and Air (0 < γ < 1) 
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airwatermean ργγρρ )1( −+=            (11) 

where ρmean is the mean density, ρwater is the density of water and ρair is the density of air 

[21]. A mean value is also determined for the pressure (pmean) and kinematic viscosity (ν

mean) using the same method as equation (11). The mean density, pressure and viscosity 

combined with the assumption that the velocity of the two phases is continuous across the 

interface results in a continuity and momentum equation unique to each element [19]. 

The continuity equation is defined as follows: 
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and the momentum equations are defined as: 
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where f is the surface tension force [21]. The transient density term is present to account 

for the temporal fluctuations in the mean density within the element.  

3.2.3. Internal Wave-Generation - Mass Source Term  

As previously noted, numerical wave generation for a CFD simulation can be 

achieved by appropriately prescribing an inlet-velocity boundary condition, an internal 

momentum source, or an internal mass source term. When compared, the mass source 

term method was selected for this research because no free stream current was desired in 

the flow field which eliminated the inlet-velocity method and because it is significantly 
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simpler to implement than the momentum source term method while obtaining similar 

performance. 

For two-dimensional numerical wave generation, the mass source term is 

incorporated into the governing equations of the solver through the continuity equation as 

follows: 
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where sm(x,y,t) is a nonzero mass source function inside a defined source zone [18]. By 

design, the mass source term is able to simultaneously produce two wave fields that 

propagate in opposite directions away from the source zone.  

The mass source term utilized in this research was successfully developed and 

applied by [18] for the numerical generation of small amplitude waves of short and long 

wavelengths. The mass source strength is a function of the induced horizontal and 

vertical velocity components of a linear progressive wave field and the CFD mesh size in 

the x-direction, Δx, within the mass source zone. Using linearized inviscid wave theory 

[22], the horizontal velocity component of a progressive wave field is defined as follows:  
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where u(x,y,t) is the horizontal velocity component of the wave field, kw is the wave 

number, and ψ is the phase shift of the wave field [22]. The vertical velocity component 

of a progressive wave field is defined as follows:  
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where v(x,y,t) is the vertical velocity component of the wave field [22]. Based on these 

velocity components the mass source strength is defined in [18] as follows:  
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Within ANSYS CFX the mass source strength function is incorporated into the 

solution through a Total Mass Source which defines the total mass of fluid being 

introduced to, or subtracted from, the domain per second. The velocity fields required to 

generate a linear progressive wave are developed as a direct result of the spatial and 

temporal variations in mass source strength as defined in equation (18). 

The strength of a fluid mass source term is defined as a mass flow rate into the mass 

source zone [24]. In principle, a mass source term operates like a momentum source term 

because both numerically add or subtract momentum to the domain. However, mass 

source terms differ from a momentum source term, because they introduce secondary 

source terms into all other equations [24]. These secondary source terms require all the 

components of velocity along with the mass source strength to be defined within the mass 

source zone [24].  

If spatially invariant mass sources are used and have positive source strengths, the 

specified velocity components are applied along the boundaries of the source zone to 

define the direction of the fluid flowing from the mass source zone into the domain [24]. 

Once the mass source strength becomes negative, all specified velocity components 

values are ignored by the solver which then uses the local velocity fields to regulate the 
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direction of the fluid flowing from the domain into the mass source zone [24]. It must be 

noted that the magnitude of mass flowing in and out of the source zone is only regulated 

by the strength of the mass source term.   

If a spatially variant mass source term is applied to generate a wave field, as it is in 

this research, the specified components of velocity can be set equal to zero but must still 

be defined [24]. The variation in mass source strength throughout the mass source zone 

regulates the outflow direction and replaces the need for the flow direction to be 

predetermined when the source strength is positive. When the source strength becomes 

negative, although the local velocity field does influence the mass inflow direction, the 

spatially variant mass source term dominates the overall mass inflow direction. 

The mass source zone for this research is located up-wave relative to the CycWEC 

and has central points fixed at xs = -10 m and ys = -1.93 m based on the recommendations 

of [16], which fixed the central point based on water tank depth, desired wave height, and 

desired wavelength. These recommendations also outlined the suggested size of the mass 

source zone for deep ocean wave production. The mass source zone has a height of hs = 

1.45 m, and a width of ws = 0.45 m, and generates the incident wave field, WA. The 

submerged depth of the mass source upper surface is Ds = -1.205 m.    

As noted in Section 2.3, minor variations can be noted in the generated wave field 

relative to analytical solutions because the mass source method is dependent on the size 

of the mass source zone and its position relative to the undisturbed free surface. 

Therefore the accurate implementation of the mass source term will be an iterative 

process [17]. 
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3.3. CFD Domain Layout and Boundary Conditions  

To model all the details of the rotating hydrofoils and the mass source region the 

computational model consists of four sub-domains. The first domain is an inner rotating 

domain that encompasses the hydrofoils and surrounding fluid. The second is a stationary 

outer domain that encompasses the free surface interface and extends to the outer 

boundaries. The third domain is a small stationary rectangular domain that contains the 

mass source region. Lastly, a small stationary domain was placed in the centre of the 

rotating domain for added simulation stability. The four sub-domains are connected using 

a general grid interface which allows the solution to be interpolated at each region 

interface without requiring one-to-one grid connections. 

The six boundary conditions that were applied to the computational domain are 

shown in Figure 7. A no-slip wall was used on the surface of the hydrofoils and a free-

slip wall was used on the domain’s bottom surface. Openings with prescribed static 

pressure values were used at the left and right faces and an opening with entrainment was 

used on the top face to allow air to leave and enter the domain as necessary. To force the 

solution to be 2D, symmetry planes were used on all side faces. Note that during initial 

single hydrofoil testing, the mass source and second hydrofoil were completely removed 

from the domain. 
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Figure 7 - Computational domain with applied boundary conditions. 

3.4. Simulation Setup 

The URANS simulations employed a transient solver based on a second order 

backward Euler transient scheme. Each transient simulation was run for up to 4800 time 

steps, or 60.24 seconds, which allowed for up to twenty-three and a half full hydrofoil 

rotations. Based on the findings of the time step study, presented in the next chapter, the 

simulations had a constant time step of ∆t = 0.01255 seconds which was 1/200th of the 

rotational period of the hydrofoils. For added simulation stability the rotating hydrofoil 

was accelerated from rest linearly over the first 200 time steps, to a constant rotational 

speed of ω = 2.503 rad/s. The selected rotational speed resulted in a rotational period of 

Tstd = 2.51 s and was chosen to match experimental parameters used while testing the 

1:10 scale CycWEC model. Based on the device rotation radius and hydrofoil cord, this 

resulted in a Reynolds number of Re = 1.87x106. During the simulations the RMS 

residual target for u and v-momentum was defined as 10-5. The maximum number of 
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coefficient loops per time step was set to 20, but convergence was typically achieved 

within 14 coefficient loops. 
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CHAPTER 4  

4. GRID DESIGN 

The required grid for URANS simulations was a specialized hybrid grid based on 

each unique simulation requirement. To test the wave generation and cancellation 

abilities of the CycWEC, and to design a numerical wave tank, different gridding 

approaches procedures were employed. The single hydrofoil and numerical wave tank 

grid design included in this chapter minimized the discretization error and computational 

requirements of the simulations, while a grid and time step sensitivity study is used to 

access the overall accuracy of the results. 

4.1. Single-Hydrofoil Grid Design 

In order to accurately capture the effects of a single rotating hydrofoil near a free 

surface, a hybrid grid consisting of structured and unstructured regions was designed. 

Images of the grid topology are shown in Figure 8. The grid consists of a structured inner 

region intended to capture the resulting flow field around the hydrofoil and wake.  As 
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shown in Figure 8a), this structured inner region consists of body fixed C-grid around the 

hydrofoil. It also contained a secondary fine grid which was placed in the anticipated path 

of the generated wake. First node heights were set such that the maximum y+ was less 

than 1.5 on the hydrofoil surface.  As shown in Figure 8b), a second structured grid at the 

free surface interface region is designed to effectively capture the interference of the 

hydrofoil and free surface, and to propagate the generated waves away from the device. It 

features an extremely fine structured grid extending twenty chord lengths in both the 

positive and negative x-directions, and was design specifically so that the free surface 

fluctuations resulting from the generated waves would not extend vertically beyond this 

region.  Unstructured mesh was used to transition between the two regions efficiently. 

As shown in Figure 8c), beginning at twenty chord lengths in the positive and 

negative x-directions, a numerical beach extending an additional sixty-six chord lengths 

in each direction was created. The grid spacing was systematically increased in both the x 

and y directions in the numerical beach to promote numerical dissipation, which 

prevented waves from reflecting off the outer boundaries back into the computational 

region of interest. 
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4.1.1. Grid Refinement Study  

The primary objective of the grid refinement study was to ensure that the URANS 

simulations were spatially converged such that they reliably captured the interactions of 

the hydrofoil and free surface, while minimizing the required computational time by 

removing unnecessary mesh. The study was carried out at two pitch angles, specifically 

at α1 = 0° and α1 = 10°. These pitch angles were chosen because at α1 = 0° low amplitude 

waves will be generated, and thus wave propagation should be most difficult to model for 

this case. In contrast, at α1 = 10° large amplitude waves will be generated and nonlinear 

Figure 8 - Hybrid mesh showing: a) wake and free surface capturing region and b) numerical beach 

region. 

a) 

b) 
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interactions of the hydrofoil and free surface will be most difficult to model for this case. 

Also, it will be more difficult to predict the flow around the hydrofoil at higher pitch 

angles.   

It is important to note that the grid spacing was not reduced in the same proportions 

in all regions. This was because the spacing in the structured C-grid encompassing the 

hydrofoil and wake was optimized during initial simulations, so the grid density in those 

regions was held constant throughout study. Therefore the focus of the grid refinement 

study was on the free surface region as it contained up to 80% of the total elements while 

only making up 0.4% of the total domain area.    

A course, medium and fine mesh was created for each pitch angle. Mesh statistics for 

the free surface region are summarized in Table 1 for α1 = 0° and in Table 2 for α1 = 10°.  

Also shown in each table is the total number of grid elements in the entire domain. The 

number of nodes in the free surface region is summarized as ratios of λ1, λ2, H1, and H2, 

which are the wavelengths and the amplitude of the generated fundamental and 1st 

harmonic waves propagating in the down-wave direction. Note that H1, and H2 are based 

on predicted values using the medium mesh. 

Table 1 - Meshing statistics of free surface region for α1 = 0°. 

 

Mesh Type Total # of Elements

Coarse 123 31 7 8 133378
Medium 246 62 13 16 266140

Fine 492 123 27 31 756253

Meshing Statistics for α = 0°

𝑁𝑜𝑑𝑒𝑠
λ1

𝑁𝑜𝑑𝑒𝑠
λ2

𝑁𝑜𝑑𝑒𝑠
H1

𝑁𝑜𝑑𝑒𝑠
H2
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Table 2 - Meshing statistics of free surface region for α1 = 10°. 

 

Predicted free surface elevations as a function of time are shown in Figure 9 for a 

constant axial location of x = 8 m.  Results are shown for each mesh at both pitch angles.  

Note that free surface elevation is normalized by the hydrofoil chord and time is 

normalized by the period of the rotating hydrofoil, Tstd. In general, the predicted free 

surface topology was similar for all three meshes at both α1 = 0° and α1 = 10°.  However, 

minor differences in predicted free surface elevations did occur for all cases at both pitch 

angles. It is important to note that at α1 = 0°, the coarse mesh often predicted the largest 

free surface variation, but this was a result of the linear interpolation process used to 

determine the location of the free surface.  As shown in Table 1, there were less than 10 

nodes to capture the peak-to-peak wave height of both the fundamental and 1st harmonic 

waves for this case. 

Mesh Type Total # of Elements

Coarse 123 31 44 25 134186
Medium 246 62 88 50 264440

Fine 492 123 175 101 759529

Meshing Statistics for α = 10°

𝑁𝑜𝑑𝑒𝑠
λ1

𝑁𝑜𝑑𝑒𝑠
λ2

𝑁𝑜𝑑𝑒𝑠
H1

𝑁𝑜𝑑𝑒𝑠
H2
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Figure 9 - Free surface variation 8 meters from origin in the x-direction. 
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To analyse the amplitude and frequency of the wave components contained in the 

generated wave train a Fast-Fourier Transform (FFT) was applied to the time series of 

free surface elevation data shown in Figure 9. The free surface elevation data was 

sampled at a frequency of 1/Δt for 15.06 seconds which spanned over the last 600 time 

steps, or 6 revolutions, of the simulations to ensure that any initial transients were 

removed. The applied FFT produced 300 independent complex numbers each having a 

unique frequency of up to half the sampling frequency [25]. The 300 frequencies are the 

frequencies of all the detected generated wave components. The absolute value of the 

complex numbers produced the amplitude of the wave components, which when doubled 

and normalized by the hydrofoil chord length produced the non-dimensional wave height, 

H/c, as shown in Figure 10. The period of each wave component, T, is found through its 

corresponding frequency and is normalized by the rotational period of the hydrofoil. Each 

wave component phase angle is calculated as the inverse tangent of the quotient of the 

imaginary and real part of its complex number. The resulting FFT plot for the waves 

generated x = 8 m from the origin are shown in Figure 10 for all three mesh densities at 

both pitch angles. For both pitch angles the FFT analysis revealed that the generated 

wave train is composed of the fundamental wave, W1, whose period is equal to Tstd, and   

the first three harmonics, W2, W3, and W4, with periods equal to Tstd/2, Tstd/3, and Tstd/4, 

respectively. The medium and fine grids were able to accurately capture W3 and W4, but 

this was not the case for the coarse grid. 



 

35 

 

 

 
Figure 10 - FFT analysis of free surface variation 8 meters from origin in the x-direction. 

To determine the variation of the fundamental and 1st harmonic wave heights 

predicted by the FFT analysis, wave heights are plotted in Figure 11 as a function of 

vertical grid density for both pitch angles.  To highlight the variation of wave heights as 

the generated wave train propagates in the down-wave direction, results are shown at x = 
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medium and fine grids. In particular, the average variation of H1 between the medium and 

fine density grids was 1.53% at the four locations investigated, while H2 varied an 

average of 3.47%. In comparison, the average variations of H1 and H2 between the coarse 

and fine grids were 7.23% and 4.17%, respectively.  

For α1 = 10º the variation in wave height between the coarse and medium grids were 

comparable to that between the medium and fine grids. In particular, the fundamental 

wave height varied on average by 1.87% between the medium and fine grids, and 2.30% 

between the coarse and fine grids, at the four locations investigated, while H2 varied and 

average of 5.49% between the medium and fine grids, and 3.91% between the coarse and 

fine grids. It is interesting to note that the variation of H2 was similar at α1 = 0º and 10º 

even though its magnitude was significantly greater at α1 = 10º, which, as shown in 

Tables 1 and 2, resulted in significantly more nodes per waves height. 

 
Figure 11 - Primary and secondary wave height as function of mesh size at 4, 6, 8, 10 and 12 meters 

away from the origin in the x-direction. 
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Figure 11 - Continued. 

To determine if a grid independent solution was obtained in the inner region 

encompassing the hydrofoil and wake, resulting unsteady hydrodynamics forces were 

determined for all three grids at α1 = 0° and α1 = 10°. Although the structured grid 

properties directly surrounding the hydrofoil and wake region were held constant, the 

remainder of the unstructured mesh in the rotating domain changed proportionally to the 

variation of Δx and Δy applied in the free surface region. Total X and Y forces were 

outputted at each time step relative to a body-fixed coordinate system shown in Figure 5. 

Force coefficients, CT and CR are plotted in Figure 12 for all three grid densities, where 

CT is the component of hydrodynamic force in the x-axis direction and CR is the 

component in the positive Y-axis direction.  Force per unit width is normalized by the 

chord length, c, and (1/2)ρ(ωR)2. For the results shown in Figure 12 the hydrofoil is 

assumed to be neutrally buoyant, and thus any fluctuation in the forces must result from 

the interaction of the hydrofoil with the free surface or its own wake. For the α1 = 0° case, 
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the force predictions by the coarse mesh had an RMS difference from the fine mesh 

predictions of 8.14x10-3 and 6.20x10-4 for CR and CT, respectively, while the RMS 

difference of the medium mesh was 3.29x10-3 and 2.91x10-4. For the α1 = 10° case, the 

coarse mesh had an RMS difference from the fine mesh predictions of 1.07x10-2 and 

1.91x10-3 for CR and CT respectively, while the RMS difference of the medium mesh was 

2.25x10-3 and 5.50x10-4. This suggests that the coarse mesh is incapable of accurately 

predicting the near body flow around the hydrofoil and resulting wake. 

Figure 12 also provided the opportunity to investigate the effect of the free surface 

on the resulting body forces. At α1 = 0°, CT was found to fluctuate between 0 and -0.005, 

while CR varied between -0.0075 and -0.062 for the medium and high density grids.  At 

α1 = 10°, CT was found to fluctuate between values of 0 and -0.015, while CR varied 

between 0.284 and 0.451. Note that at α1 = 0°, CR was negative but at α1 = 10°, CR was 

positive and ten times larger in magnitude. This correlates well with the wave amplitudes 

shown in Figure 10 because the radial force is linearly related to the bound circulation 

through the Kutta-Joukowski theorem and it was shown in [12] that the bound circulation 

and wave amplitude are also linearly related. 
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Figure 12 - Hydrofoil body-fixed force coefficients throughout each revolution for three different 

mesh densities. 
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4.1.2. Time Step Study  

To ensure that the solution is not only grid independent but also independent of time 

step size, a time step study was completed. In this study, the time step sizes were Δt = 

0.01255, 0.0251, and 0.0502 seconds, which were equal to Tstd/200, Tstd/100, and Tstd/50, 

respectively. The simulation with the smallest time step size needed 2400 time steps to 

achieve a total simulation time of 30.12 seconds, while the medium and large time step 

simulations needed 1200 and 600 time steps respectively.  

The study evaluated the abilities of the numerical solver to accurately model the 

generated wave field with different time step sizes. The findings of the study, shown in 

Figure 13 and Figure 14, suggest that the solutions generated for these three time steps 

were not identical. The free surface plot shows that the simulation with the largest time 

step size predicts much smaller free surface fluctuations compared to the medium and 

small time step size simulations. An FFT was applied to the free surface fluctuations 

which required varying sampling rates based on time step size but a constant time interval 

of 15.06 seconds was used for all simulations. For the largest time step the wave heights 

summarized in Figure 14 show an 8.02% decrease in the fundamental wave height and a 

42.82% decrease in the first harmonic wave height compared to the medium time step 

simulation. Reducing the time step by a factor of 2 to the smallest size of 0.01255 

seconds caused the fundamental wave height to increase by 4.55% and the first harmonic 

wave height to grow by 18.59%. These results suggest the use of the smallest time step 

size, or one even smaller is required to achieve a truly time step size independent 

solution. 
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The required use of the smallest time step was further confirmed upon analysis on the 

correlation between time step size and resulting wave heights. Figure 15 shows the results 

of single hydrofoil simulations completed at ten other pitch angles. The fundamental 

wave heights were found to increase by an average of 2.86% when the smaller time step 

was used. A greater difference, however, was noted for the first harmonic wave height, as 

simulations with the smaller time step size resulted in the first harmonic wave height 

increasing by an average of 19.17%.  

 

Figure 13 - Free surface variation 8 m from origin in the x-direction showing effects of time step size. 
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Figure 14 - FFT analysis of free surface variation 8 m from origin in the x-direction showing effects 

of time step size. 

 

Figure 15 - Primary and secondary wave heights as function of hydrofoil pitch angle for two different 

time step sizes. 
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4.2. Mass Source Region Grid Design 

To model the waves generated from the mass source term the hybrid mesh used for the 

single hydrofoil simulations was modified to meet several specific criteria. The circular 

wake capturing region that contained the hydrofoil was removed and replaced with 

structured grid in the free surface capturing region and unstructured grid elsewhere. The 

mass source region was added thirteen chord lengths in the up-wave direction relative to 

the original position of the hydrofoil as shown in Figure 16. The mass source region has 

horizontal and vertical grid spacing values of Δx = 0.0375 m and Δy = 0.0320 m, 

respectively, based on the specifications outlined in [17], which defined required 

horizontal and vertical grid spacing for numerical wave generation using a mass source 

term based on the wavelength and wave height of the generated wave. To generate an 

incident wave train of desired amplitude and period the mass source strength within the 

region was defined according to equation (18).   

To evaluate the performance of the mass source term, several parameters were initially 

studied independently. Specifically, the grid density in the region occupied with water 

and time step size was altered and their impact on the generated wave field was 

investigated. The ability of the mass source term to effectively model wave phase shifts 

was also tested and the results are included in this section.  
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Figure 16 - Hybrid mesh showing the placement of the mass source region in the domain of interest 

4.2.1. Grid Resolution in Water Region  

The single hydrofoil simulations completed during the time and grid size studies 

showed that outside the far field region, the solver had a quantifiable damping effect on 

the wave amplitudes. This resulted in a spatial decrease in wave height as the wave 

propagated from the hydrofoil. Using the finest grid tested and a pitch angle of α1 = 10º, 

H1/c decreased by as much as 2.684 x 10-3 or 2% per meter down-wave.  

In an effort to minimize the spatial damping of the waves as they propagate away from 

their source the medium density grid was used however the concentration of the 

unstructured grid below the free surface was increased for the numerical wave tank 

simulations. By decreasing the maximum grid size by 80% and increasing the boundary 

decay from the default value of 0.5 to 0.99, the number of unstructured elements in the 

water region increased by 600% from 1.2 x 104 elements to 7.2 x 104 elements.  
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To test the impact of the refined grid in water, the resulting incident wave height, 

HA/c, generated from the mass source term located at x = -10 m was determined for the  

coarse and fine grids shown in Figure 17. For the fine grid, HA/c was found to decrease 

by 6.665 x 10-4 per meter down-wave, representing a 75.2% reduction in wave height 

dissipation per meter compared to the coarse grid solution, supporting the inclusion of the 

additional mesh elements for all future simulations.  

 

4.2.2. Time Step Study 

To verify that the generated incident wave field is independent of time step size, a 

time step study was once again completed. In this study, the time step sizes were Δt = 

0.01255 and 0.0251 seconds, which were equal to Tstd/200 and Tstd/100. The simulations 

needed 2400 and 1200 time steps, respectively, to achieve a total simulation time of 

30.12 seconds.  

The purpose of this study was to evaluate the performance of the mass source term 

with different time step sizes. The findings of the study, shown in Figure 18, suggest that 

Figure 17 - Hybrid mesh a) initial coarse grid in water region, b) fine grid in water region. 
a) b) 
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the waves generated for these two time steps are similar but do have quantifiable 

differences. It was determined that the simulation using the smaller time step size had a 

wave height 3.8% larger than the simulation that used the larger time step. These findings 

agree with the findings of the time step study performed during the single hydrofoil wave 

generation phase, summarized in section 4.1.2 of this report, which concluded that Δt = 

0.01255 seconds, or Tstd/200, was required for all simulations moving forward. 

 

Figure 18 - Free surface topology measured at x = 0 m generated by mass source term showing 

effects of time step size. 
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defined by the dashed red line in Figure 19. A second wave field was then generated with 

the identical incident wave height, but with a phase shift of ψA = -60°. The resulting 

generated wave field was added to Figure 19 to displays the effects of adding a positive 

phase shift to the mass source term input. Upon closer inspection it was determined the 

generated wave field had an actual phase shift of -59.8°. With a difference of only 0.2° it 

was confirmed that the mass source term can accurately model phase shifts as defined by 

the user.  

 

Figure 19 - Free surface topology at x = 0 m generated by mass source term showing accuracy of a 

user defined phase shift. 
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hydrofoil grid design and grid refinement study, while also incorporating the required 

refined unstructured grid below the free surface, as detailed in section 4.2.1. 

The hybrid grid consists of a structured inner region intended to capture the flow field 

around the hydrofoil and wake. The structured inner region has a body fixed C-grid 

around the each hydrofoil as shown in Figure 20. It also contains one supplementary fine 

grid per hydrofoil which is placed in the anticipated path of its generated wake. 

Parameters for grid resolution in this region were chosen based on the results of the 

single hydrofoil grid refinement study.  

The resolution of the free surface region was also chosen based on the findings of the 

single hydrofoil grid refinement study, which concluded that the medium density grid 

was optimal. In addition, the resolution of the unstructured region below the free surface 

capturing region was also increased based on the results of the numerical wave maker 

grid refinement study. This permitted the two-hydrofoil grid design to effectively capture 

the interaction of the hydrofoils and the free surface, and to propagate the generated 

waves away from the device. The free surface capturing region features extremely fine 

grid extending twenty chord lengths away from the device in both directions. This 

structured grid region was extended vertically as large free surface fluctuations were 

anticipated from the two-hydrofoil model and having the free surface exit the free surface 

capturing region was not desired.  

The two-hydrofoil grid design featured a total of 380 000 elements for wave 

generation simulations with hydrofoil pitch angles of α1 = 7.5° and α2 = -7.5°, and α1 = 5° 

and α2 = -5°. For hydrofoil pitch angles of α1 = 10° and α2 = -10°, and α1 = 12.5° and α2 = 
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-12.5°, the final grid required 420 000 elements due to the extended free surface 

capturing region needed as a result of the larger wave heights of the generated wave field. 

 

Figure 20 - Hybrid grid showing wake capturing region for two-hydrofoil model. 

4.4. Final Grid Design 

To design the grid used to test the two-dimensional wave cancelation abilities of the 

two-hydrofoil CycWEC model, aspects from the single and double-hydrofoil grid designs 

along with features from the mass source zone grid design were all incorporated into one 

final grid. The CFD domain included a mass source zone, two-hydrofoil wake capturing 

regions, a refined unstructured grid below the free surface capturing region, and the 

medium density resolution within the free surface capturing region. The position of the 
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mass source zone relative to the two-hydrofoil device, within the domain, is shown in 

Figure 21.  

 

Figure 21 - General view of CFD domain for hybrid grid designed to test wave cancellation abilities 

of two-hydrofoil CycWEC model. 

Similar to the two-hydrofoil grid design, the final grid design also featured a total of 

380 000 elements for wave cancellation simulations that had hydrofoil pitch angles of α1 

= 7.5° and α2 = -7.5°, and α1 = 5° and α2 = -5°. For hydrofoil pitch angles of α1 = 10° and 

α2 = -10°, and α1 = 12.5° and α2 = -12.5°, the final grid required 420 000 elements due to 

the extended free surface capturing region needed as a result of the larger wave heights of 

the incident wave field. Figure 22 provides a more detailed view of the grid designed to 

incorporate numerical wave generation through the mass source term and wave 

cancellation by the two-hydrofoil model. The progression of the grid from its basic form 

during initial stages of the single hydrofoil research to its current final form has seen 

major improvement in the overall accuracy and computational efficiency of the 

simulations.   
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Figure 22 - Detailed view of the domain of interest for the hybrid grid designed to test wave 

cancellation abilities of the two-hydrofoil CycWEC models. 
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CHAPTER 5 

5. SINGLE HYDROFOIL WAVE GENERATION 

RESULTS  

In this chapter preliminary CFD simulations of the two-dimensional wave generation 

capabilities of the single hydrofoil CycWEC model, along with the performance of the 

numerical wave tank, are presented. A fundamental property of an ideal wave terminating 

device, such as the CycWEC studied in this research, is the generation of a one-sided 

wave field travelling in the down-wave direction that can interfere destructively with the 

incident wave field. Thus, wave generation simulations allow the wave cancellation 

potential of such a device to be inferred. The performance of the numerical wave tank is 

compared to linear wave theory. The evaluation of both simulations concerns the 

resulting free surface topologies and the development of complex velocity fields in both 

the near and far field regions. 
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5.1. Single Hydrofoil Wave Generation    

URANS predictions of the generated waves resulting from a single hydrofoil rotating 

near a free surface are contained in this section for pitch angles of α1 = ±5°, ±7.5°, ±10°, 

and ±12.5°. Based on the findings of the grid refinement and time step studies, a constant 

medium sized mesh and ∆t = 0.01255 seconds was used for all eight simulations. 

Predicted free surface variation, primary and secondary wave heights, surface pressure 

distributions, and resulting forces are examined as a function of α1. 

5.1.1. Characteristics of the Generated Wave Field 

To visualize the flow topology resulting from the rotating hydrofoil, contours of 

velocity in a stationary frame are plotted in Figure 23 at an instant in time near the end of 

the twelfth revolution for α1 = -10° and α1 = 10°. These figures capture the velocity field 

when the hydrofoil circumferential position is 𝜃 = 19.4° (i.e., near the top of the rotation), 

where the interaction with the free surface is strongest. The velocity contours 

demonstrate that the radial variation of the hydrofoil’s trailing edge between α1 = -10° 

and α1 = 10° also results in a significant variation of the hydrofoil wake location. It can 

be seen that the radial position of the wake for α1 = -10° is near the path of the leading 

edge for the negatively pitched hydrofoil, which was not the case for the positive pitch 

angle. Also note that when α1 = -10° the hydrofoil pushes the free surface up as it passes 

underneath, and when α1 = 10° the hydrofoil pulls the free surface downward as it passes 

underneath. The impact of this difference will be noted when analysing the free surface 

variation. 
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Figure 23 - Velocity in stationary frame during the twelfth rotation. The free surface is also shown as 

a solid black line.  

The temporal free surface variation resulting from the generated wave field at x = 8 m 

is shown in Figure 24 a) and b) for pitch angles of α1 = 5°, 7.5°, 10°, 12.5° and in Figure 

25 a) and b) for pitch angles of α1 = -12.5°, -10°, -7.5°, -5°. The free surface variations 

agree with the findings of [11], which concluded that a rotating hydrofoil generates a 

one-sided wave field travelling in the down-wave direction that is composed of several 

waves with different frequencies and amplitudes. As shown in Figure 24 and Figure 25, 

significant waves travelling in the down-wave direction were generated at all pitch 

angles, and the amplitude of the peak-to-peak surface variation increased as the absolute 

a) α1 = -10° 

 

b) α1 = 10° 
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value of α1 increased. Incremental changes in the free surface topology occur as the 

absolute value of pitch angle becomes larger but a major difference is noted when 

comparing the free surface topology from two equal pitch angles of opposite sign. This is 

a direct result of the difference in both the generated bound circulation, and the influence 

the free surface has on positive pitch angles versus negative pitch angles, as shown in 

Figure 23.  

Although an ideal CycWEC would have no up-wave effects resulting from its 

operation, Figure 26 suggests the presence of a small amplitude disturbance travelling in 

the up-wave direction with that same period as the rotating hydrofoil. This will reduce the 

overall efficiency of the device, however, the amplitude of the peak-to-peak up-wave 

disturbance was an order of magnitude smaller than that of the down-wave disturbance so 

its effect will be small.  

 

a) General view of free surface topology at x = 8 m from origin.  

Figure 24 - Free surface topology for single hydrofoil wave generation at positive pitch angles. 
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b) Detailed view of free surface topology at x = 8 m from origin. 

Figure 24 – Continued. 

 

a) General view of free surface topology at x = 8 m from origin. 

Figure 25 - Free surface topology for single hydrofoil wave generation at negative pitch angles. 
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b) Detailed view of free surface topology at x = 8 m from origin. 

Figure 25 - Continued. 

 

Figure 26 - General view of free surface topology for single hydrofoil wave generation at x = -8 m for 

all eight pitch angles. 

To examine in further detail the characteristics of the generated wave fields an FFT 
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which concluded that regardless of the bound circulation (or in this case α1), a rotating 

hydrofoil near a free surface will generate a wave field, primarily consisting of a 

fundamental wave, W1, with period Tstd and its 1st harmonic, W2, with period Tstd/2. Note 

that the URANS simulations do predict higher order harmonics, W3 and W4, but their 

amplitudes are at least one order of magnitude smaller than W2 and therefore do not carry 

significant amounts of energy.  

The amplitude variation of the primary and secondary wave heights, H1 and H2, and 

phase angles, ψ1 and ψ2, as a function of α1 are shown in Figure 27. The primary wave 

height, H1, increased at a greater rate as α1 increased for negative pitch angles compared 

to an equivalent increase in positive pitch angle.  The trends noted in Figure 27 suggest 

the primary wave heights will continue to decrease as the absolute value of pitch angle 

decreases, however initial simulations (not shown) suggested the minimum will occur at 

α1 = -2.5° instead of α1 = 0°. The secondary wave height, H2, was found to decrease as 

the pitch angle varied positively from α1 = 0°, and increase as the pitch angle was varied 

negatively from α1 = 0°. This trend held true until α1 = ±10°, at which point H2 remained 

relatively constant as the absolute value of α1 increased.  

Examining the primary and secondary phase angles, ψ1 and ψ2, as a function of pitch 

angle showed the primary phase angles varied by less than 10° and 2°, for positive and 

negative pitch angles, respectively. The mean difference in phase angles between equal 

but oppositely pitched hydrofoils is 176.6°, suggesting that oppositely pitched hydrofoils 

would be near ideal for two-hydrofoil wave generation. The secondary phase angle, ψ2, 

was found to vary linearly with positive pitch angles, whereas negative pitch angles 

fluctuations resulted in minimal change in ψ2. This suggests that cancellation of the first 



 

59 

 

harmonic generated by each hydrofoil to increase device efficiency, as suggested in [11], 

is possible but not ideal. 

 

Figure 27 - Primary and secondary down-wave wave heights and phase angles as a function of α1 for 

single hydrofoil wave generation. 

5.1.2. Surface Pressure Distributions 

A key advantage of the URANS simulations over previous inviscid simulations and 

experiments is the ability to investigate the detailed flow field around the hydrofoil. 

Hydrofoil surface pressure distributions are shown in Figure 28 during its final rotation. 

To examined the changes in the surface pressure distribution with hydrofoil 

circumferential position, Cp was plotted at 𝜃 = 0.88°, 90.88°, 180.88°, and 270.88° for  α1 
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( )22
1 R

ppCp
ωρ

∞−
=           (19) 

where p∞ = 0 and p is the static pressure with the hydrostatic  pressure removed, which 

was calculated relative to the undisturbed free surface where y = 0 m. 

As shown in Figure 28, the stagnation pressure coefficient is approximately CP = 1 for 

all cases, but it did vary slightly due to the interaction of the hydrofoil with its own wake 

deficit and the free surface.  Differences between the pressure distribution on the top and 

bottom surfaces of the hydrofoil were noted throughout the circumferential positions, 

indicating there is always a lift force and bound circulation which is why a fundamental 

wave is being generated for all examined pitch angles.  

While there are variations in CP with circumferential position for all pitch angles, the 

largest variations occurs for positive pitch angles. Although for these cases there is 

minimal change in surface pressure distribution for 𝜃 = 90°, 𝜃 = 180°, and 𝜃 = 270°, 

when 𝜃 = 0° there is a significant change in the pressure distribution on both the upper 

and lower surfaces. At this point there is a drop in total pressure distribution suggesting 

the lifting performance of the hydrofoil has decrease which is likely due to the interaction 

of the hydrofoil and free surface. These findings are in agreement with the experimental 

findings of [23], which showed that the suction is reduced on the upper surface as a 

hydrofoil with a positive pitch angle is positioned closer to the free surface. It is 

interesting to note that for negative pitch angles there are large variations in peak suction 

CP values for all circumferential positions and the maximum CP difference between the 

upper and lower surfaces occurs at 𝜃 = 90°. The above noted trend would tend to indicate 

sudden increase in lifting performance as the negatively pitched hydrofoils neared 𝜃 = 
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90° which may also indicate a reduced interaction with the free surface. However, a key 

difference for these pitch angles is that the suction occurs on the inner surface which is 

further away from the free surface. The variation in pressure distribution for the negative 

pitch angles at 𝜃 = 90° may also be a result of the difference in its remaining wake 

compared to other circumferential positions. 

 
a) α1 = 5°. 

Figure 28 - Pressure coefficient along hydrofoil surface for all pitch angles. 
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b) α1 = -5°. 

 
c) α1 = 7.5°. 

Figure 28 - Continued. 
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d) α1 = -7.5°. 

 

 
e) α1 = 10°.  

Figure 28 - Continued. 
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f) α1 = -10°. 

 
g) α1 = 12.5°.  

Figure 28 - Continued. 
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h) α1 = -12.5°. 

Figure 28 - Continued. 

5.1.3. Hydrodynamic Forces 

Another key advantage of the URANS simulations over previous inviscid simulations 

is the ability to predict the resulting hydrodynamic forces on the rotating hydrofoil.  This 

was achieved by integrating the wall shear stress and the surface pressure along the 

hydrofoil surface. Unsteady body-fixed force coefficients, as defined in Section 3.1, are 

shown in Figure 29. The hydrodynamic forces varied significantly with pitch angle.  In 

general, as α1 increased positively, CR also increased positively indicating a net outward 

radial force. Whereas as α1 increased negatively, CR increased negatively indicating a net 

inward radial force.  The variation of CT with pitch angle was more complicated, but was 

clearly largest for α1 = -12.5º, indicating that the tangential force is largest for this pitch 

angle.  
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Fluctuations of both CR and CT with circumferential position are due to the interaction 

of the hydrofoil with the free surface, and possibly, also due to unsteady interactions of 

the hydrofoil and its own wake deficit. For positive pitch angles it was found that |CT | 

was at a maximum when 𝜃 = 90° and |CT | was at a minimum directly after the hydrofoil 

passes under the free surface. For negative pitch angles, |CT | was also found to be at a 

maximum near 𝜃 = 90° but the minimum of |CT | occurred just before the hydrofoil 

approached the free surface.  

Analyzing the CR fluctuations for positive pitch angles revealed that |CR | was at a 

maximum when 𝜃 = 270°. This maximum is immediately followed by a sudden decrease 

in |CR | as the hydrofoil passes underneath the free surface until |CR | is at a minimum near 

𝜃 = 45°. The sudden decrease in |CR | is in strong agreement with the surface pressure 

distribution at 𝜃 = 0° in Figure 28 and the experimental findings of [23], which concluded 

that the performance of a lifting hydrofoil decreased as it was brought closer to a free 

surface. Negative pitch angles, however, produced significantly different CR variations. A 

minimum in |CR | was found at 𝜃 = 0° which, was immediately followed by a sudden 

increase in |CR | until the maximum was reached at 𝜃 = 90°. Having a maximum in |CR | at 

𝜃 = 90° aligned with the CP results, which found the largest difference in total surface 

pressure between the upper and lower hydrofoil surfaces at the same circumferential 

position. As the pitch angle increased in the negative direction second local minimums 

and maxima were noted in |CR | at 𝜃 = 180° and 𝜃 = 270°, respectively. Thus, for negative 

pitch angles it was noted that for |CR |, a maximum and minimum occurred twice every 

revolution. 
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Figure 29 - Hydrofoil body-fixed radial and tangential force coefficients for all tested pitch angles. 

a) CR  for positive pitch angles 

b) CR  for negative pitch angles 
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Figure 29 - Continued. 
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CHAPTER 6 

6. NUMERICAL WAVE GENERATION 

RESULTS  

URANS predictions of numerical wave generation resulting from the addition of a 

mass source region in the CFD domain are presented in this section. Based on the grid 

refinement and time step studies completed for numerical wave generation in sections 

4.2.1 and 4.2.2, a fine unstructured grid was employed below the free surface for all 

simulations with  ∆t = 0.01255 seconds. The numerical wave tank is validated by 

comparing the generated incident wave field to linear wave theory for deep ocean waves 

with constant water depth. The free surface topology is investigated at a constant 

horizontal location while the spatially and temporally variant velocity fields are examined 

in both the near and far field regions. 
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6.1. Flow Field Modelling – Near Field Region 

To highlight the fundamental operating principles of the mass source region as it 

generates a harmonic incident wave field, the near field flow is examined throughout one 

wave period. The velocity vector field within and the free surface topology above the 

mass source region are studied. Before the overall mass source region output is observed, 

an understanding of the mass source strength fluctuations within the mass source region 

is required. The spatially and temporally varying mass source strength is defined in 

section 3.2.3 and generates waves based on the user defined wave heights and phase 

shifts. At the center of the mass source term, for example, the mass source strength 

simply fluctuates as a cosine function as shown in Figure 30.  

 

Figure 30 - Fluctuation in mass source strength at the center of the mass source zone during one 

wave period. 

11 11.1 11.2 11.3 11.4 11.5 11.6 11.7 11.8 11.9 12
-10

-8

-6

-4

-2

0

2

4

6

8

10

t/Tstd

M
as

s 
S

ou
rc

e 
S

tre
ng

th
 (k

g/
s)



 

71 

 

The velocity field within and free surface topology above the mass source region are 

shown in Figure 31 at nine instants in time throughout one wave period. The mass source 

term strength at the center of the mass source region at each instant in time is defined in 

Figure 31 and is equivalent to that plotted in Figure 30. Beginning with Figure 31 a), 

where the source strength is of large magnitude and positive, it is observed that the 

velocity vector field in and around the mass source region is clearly representative of the 

strong mass flow into the domain.  As the source strength decreases but remains positive, 

as shown in Figure 31 b), the velocity field in the mass source region remains defined by 

the mass flow into the domain but the velocity field immediately surrounding the mass 

source region is now being influenced by the local velocity field. As the source strength 

nears zero, as shown in Figure 31 c), the velocity field in and around the source region 

becomes completed dominated by the local flow field because the source is not adding or 

subtracting mass from the domain. This trend is reversed and/or repeated in Figure 31 d) 

through i).  

Also shown in Figure 31 is that at each point within the period the free surface directly 

above the center of the mass source zone fluctuated as expected, being pushed up when 

the source is positive and pulled down when the source is negative. However a slight time 

delay existed between the mass source strength reaching its maximum and the free 

surface reaching its maximum height is observed, which was due to the vertical 

displacement between the two. 
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   a) t/Tstd = 11, sm = 7.97 kg/s b) t/Tstd = 11.125, sm = 5.05 kg/s c) t/Tstd = 11.25, sm = -0.819 

 

Free Surface Free Surface Free Surface 

Figure 31 - Simulated free surface displacement above and velocity field around mass source 

zone at nine time intervals over one wave period (Tstd = 2.51 seconds). 
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 Figure 31 - Continued. 

d) t/Tstd = 11.375, sm = -6.21 kg/s e) t/Tstd = 11.50, sm = -7.97 kg/s f) t/Tstd = 11.625, sm = -5.06 kg/s 

g) t/Tstd = 11.75, sm = 0.816 kg/s h) t/Tstd = 11.875, sm = 6.21 kg/s i) t/Tstd = 12, sm = 7.97 kg/s 
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6.2. Free Surface Topology 

By design, the numerical wave tank generates linear wave fields that propagate from 

the mass source region towards the horizontal boundaries of the domain. The spatially 

and time varying source strength was previously defined in section 3.2.3. To initially 

evaluate the temporal accuracy the numerical wave tank, the free surface topology is 

investigated at x = 0 m.   

Figure 32 contains a general and detailed view of free surface topology for a non-

dimensional incident wave height of HA/c = 0.334 and an incident wave phase shift of ψA 

= -90.6°. The analytical solution based on linear wave theory is also plotted for 

comparison purposes. The low accuracy of the numerical wave tank when Time/Tstd < 3 

shown in Figure 32 a) is due to the inability of the mass source term to instantaneously 

produce a fully developed flow field ten meters from its origin. Once the generated wave 

field is well established throughout the numerical domain the URANS and theoretical 

results are in strong agreement having an RMS difference of 5.94 x 10-3 for the location 

of the free surface.  
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Figure 32 - Comparison of free surface topology from linear wave theory and numerical wave tank.  
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a) General view of generated wave field at x = 0 m. 

b) Detailed view of generated wave field at x = 0 m. 



 

76 

 

6.3. Velocity Profile Development 

In order to evaluate the spatial accuracy of the numerical wave tank, the u and v 

velocity profiles under the generated wave field at eight horizontal locations, as shown in 

Figure 33, are compared to linear wave theory solutions at one instant in time (i,e., when 

Time/Tstd = 12). Note the horizontal and vertical velocity components of a far field 

progressive wave field are defined in section 3.2.3. The velocity profiles are compared at 

four near field regions (x-xs < 6 m) and four far field regions (x-xs > 6 m). The continually 

improvement in velocity profile agreement shown from Figure 33 a)-e) demonstrates the 

spatial requirement for the wave field to fully develop. Whereas, the continued agreement 

at x-xs ≥ 10 m shown in Figure 33 f)-h) demonstrates that there is very little numerical 

dissipation of the generated wave field. The agreement at x-xs = 10 m was crucial as this 

will be the location of the two-hydrofoil CycWEC model used to test the two-

dimensional wave cancellation abilities of the device. As shown in Figure 33 h), the final 

horizontal location where the velocity profiles were examined was at x-xs = 18 m or 

approximately at 2*λA. Having the CFD results align well with linear wave theory at this 

location shows the accuracy of the model far away from its origin and is important as this 

will be where the wave cancellation data will be extracted during the final stage of this 

research. This location was selected because it is in the far field region for both the waves 

generated from the rotating hydrofoils and mass source region.    
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Figure 33 - Depth varying u and v velocity profiles of the incident wave field from CFD results and 

linear wave theory at 8 horizontal locations (measured relative to source center, xs). 
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6.4. Flow Field Modelling – Far Field Region 

To assess the temporal accuracy of the numerical wave tank in the far field region, the 

u and v velocity profiles under the generated wave field at x = 8 m are compared to linear 

wave theory at eight instants in time throughout one period. As shown in Figure 34, a 

strong agreement between the CFD and linear wave theory results was noted at each 

instant in time which indicates there is minimal temporal variation in the numerical wave 

tank performance. 
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Figure 34 - Depth varying u and v velocity profiles of the incident wave field from CFD results and 

linear wave theory at eight instants in time throughout one wave period (Tstd = 2.51 seconds).  
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CHAPTER 7 

7. TWO-HYDROFOIL WAVE GENERATION 

AND CANCELLATION RESULTS 

The final objectives of the current research involve the analysis of wave generation 

and wave cancellation abilities of a two-hydrofoil CycWEC model using URANS 

simulations. The two-hydrofoil wave generation is investigated for combinations of α1 

and α2 with equal magnitude but opposite sign (eg. α1 = 5° and α2 = -5°). Predicted free 

surface topologies, primary and harmonic wave heights, surface pressure distributions, 

hydrodynamic forces, required shaft power, and device wave generation efficiencies are 

all examined as a function of pitch angle. Finally, all knowledge gained throughout each 

stage of this research was combined into one final set of simulations to determine the 

two-dimensional wave cancellation abilities of the CycWEC when subject to regular 

incident wave fields. Using numerical wave generation to produce the incident wave 

field, the hydrodynamic efficiency of the two-hydrofoil CycWEC model is examined 
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along with several other parameters that have been commonly evaluated throughout this 

research. 

7.1. Two-Hydrofoil Wave Generation  

URANS predictions of the wave generation resulting from two hydrofoils rotating 

near a free surface are analysed in this section for pitch angle combinations of α1 = 5° and 

α2 = -5°, α1 = 7.5° and α2 = -7.5°, α1 = 10° and α2 = -10°, and α1 = 12.5° and α2 = -12.5°. 

Initially, the generated wave field is predicted based on the results of the single hydrofoil 

wave generation simulations. The results of two-hydrofoil URANS simulations are then 

analyzed in detail.   

7.1.1. Predicted Characteristics of Generated Wave Field based on Single 

Hydrofoil Simulations 

Wave generation properties of a two-hydrofoil CycWEC are predicted using the 

principle of superposition, which assumes the flow field behaves linearly with minimal 

interactions between the hydrofoils (i.e., potential flow). With this assumption, the 

addition of a second hydrofoil displaced 𝜃 = 180° relative to the original hydrofoil will 

produce a free surface topology equal to the sum of the free surface topologies resulting 

from the single hydrofoil wave generation simulations at α1 and α2, but with a phase shift 

of 180° applied to the free surface displacement resulting from α2 to compensate for the 

change in circumferential position. This approach was applied to produce the free surface 

topologies shown in Figure 35 which shows that as the pitch angle is increased the 

resulting free surface topologies are approaching a regular wave field having a period 

equal to the device period. This means that generated harmonic waves are having less 



 

82 

 

effect on the resulting free surface topology as the pitch angle is increased. This is in 

agreement with Siegel and al. [11], which concluded that for two hydrofoils with equal 

and opposite circulation and 180° of phase shifts, the harmonic waves cancel making the 

device ideal for regular wave cancellation. These conclusions are further supported by the 

results of an FFT analysis of the resulting free surface. Predicted primary and first 

harmonic wave heights shown in Figure 36 highlight that the primary wave height 

increased with α1 and the first harmonic wave height remained relatively unchanged. 

Note the second harmonic wave height was also predicted, but was an order of magnitude 

smaller than the first harmonic wave height and varied minimally with pitch angle, and 

therefore was not included in Figure 36.    

 

a) General view of predicted free surface topology for two-hydrofoil wave generation at x = 
8 m.  

Figure 35 - Predicted free surface topology for two-hydrofoil wave generation based on findings of 

single hydrofoil wave generation simulations. 
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b) Detailed view of predicted free surface topology for two-hydrofoil wave generation at x 
= 8 m. 

Figure 35 - Continued. 

 

Figure 36 - Predicted primary and first harmonic wave heights, H1 and H2, at x = 8 m, as a function 

of pitch angle for two-hydrofoil wave generation based on superposition of single hydrofoil wave 

generation simulations. (Note α2 = - α1) 
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7.1.2. URANS Predicted Characteristics of Generated Wave Field 

URANS simulation were completed for pitch angle combinations of α1 = 5° and α2 = -

5°, α1 = 7.5° and α2 = -7.5°, α1 = 10° and α2 = -10°, and α1 = 12.5° and α2 = -12.5°. To 

demonstrate the unsteady flow field the two-hydrofoil model is subject to as it rotates, 

contours of velocity in a stationary frame are plotted in Figure 37 at specific instances in 

time throughout the final revolution for α1 = 10° and α2 = -10°. As both the positively and 

negatively pitched hydrofoils approach and pass under the free surfaces, major changes 

can be seen in the velocity field surrounding the hydrofoil. The velocity contours 

demonstrate that the radial variation of the hydrofoil’s trailing edge results in the leading 

edge of both hydrofoils operating directly in the wake deficit left behind from the other 

hydrofoil. As noted during the single hydrofoil simulations, hydrofoils with a negative 

pitch angle push the free surface up as they pass underneath (see Figure 37 a)), whereas 

hydrofoils with a positive pitch angle pull the free surface downward(see Figure 37 e)). 

The temporally varying free surface topologies for the previously mentioned pitch 

angle combinations are measured at x = 8 m and shown in Figure 38. Comparing the CFD 

results of Figure 38 to the predicted free surface topologies contained in Figure 35, 

illustrate that the URANS generated wave field compares well with the trends of the 

predicted free surface topology. However upon closer inspection significant differences 

were noted indicating that the flow field is non-linear with significant interactions 

between the hydrofoils. It was predicted, that at maximum pitch angles of α1 = 12.5° and 

α2 = -12.5°, the free surface would see fluctuation up to η/c = 0.60 but the URANS 

fluctuations were found to be less than η/c = 0.40, suggesting that generated wave heights 

are less than predicted.  
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The over prediction of free surface fluctuations can be correlated to the velocity fields 

shown in Figure 37. For single hydrofoil wave generation, each hydrofoil operated near 

its own wake deficit, but due to differences in the leading edge and trailing edge radial 

position the hydrofoil did not operate directly in its own wake when the absolute value of 

pitch angle was greater than 5°. The wake also had a full period to dissipate before 

interacting with the hydrofoil again. However, when a second hydrofoil of opposite pitch 

angle is added to the system, the leading edge of each hydrofoil operates directly in the 

wake deficit of the opposing hydrofoil. This, combined with the fact that the wake only 

has half a period to dissipate before encountering the next hydrofoil resulted in each 

hydrofoil seeing a completely different flow field than it did when operating as a single 

hydrofoil system. The change in flow fields seen by the rotating hydrofoils is something 

that cannot be predicted by the super position approach (as it is a physical change in 

operating conditions). The impact this change has on the device performance will be 

investigated further in this chapter. 

As previously discussed in section 5.1.1, an ideal CycWEC would have no up-wave 

effects resulting from its operation, the free surface topology shown in Figure 39 suggests 

the presence of a small amplitude disturbance travelling in the up-wave direction with 

that same period as the rotating hydrofoils. This will reduce the wave generation 

efficiency of the device, but since the amplitude of the peak-to-peak up-wave disturbance 

was an order of magnitude smaller than that of the down-wave disturbance its effect will 

be small. 

To illustrate in detail the characteristics of the generated wave field down-wave a FFT 

was performed on the free surface topologies shown in Figure 38. The results are 
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summarized in Figure 40 for the four tested pitch angle combinations. The FFT showed 

that the only significant waves generated were the primary wave, having a period equal 

the device and the first harmonic wave, having a period equal to half the device period. 

The primary wave height, H1, constantly increased as α1 increased reaching a non-

dimensional wave height of H1/c = 0.3562 when α1 = 12.5°. The secondary wave height, 

H2 consistently decreased as α1 increased reaching a minimum non-dimensional wave 

height of H1/c = 0.0218 when α1 = 12.5°. Based on these results, the ratio of H1/H2 

increased from 2.12 to 16.34 as the pitch angle increased from α1 = 5° to α1 = 12.5°. This 

agrees with the conclusions of Siegel and al. [11], which found the first harmonic from 

each hydrofoil cancels and a regular wave field having a period equal to the rotational 

period of the device is generated. Comparing the URANS predicted wave heights to the 

estimates based on superposition found that estimated wave heights were on average 

51.6% and 231.1% larger than the URANS simulation results for H1 and H2, respectively.  

Examining the resulting primary and secondary phase angles, also shown in Figure 40, 

concluded that, like the single hydrofoil simulations, the phase angle of the primary wave 

varies little with pitch angle. Meanwhile larger fluctuations were noted for the secondary 

phase angle as the pitch angle increased.   
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a)   t/Tstd = 23 b)   t/Tstd = 23.125  c)   t/Tstd = 23.25  

d)   t/Tstd = 23.375  e)   t/Tstd = 23.5  f)   t/Tstd = 23.625  

g)  t/Tstd = 23.75  h)   t/Tstd = 23.875  i)   t/Tstd = 24  

Figure 37 - Velocity in stationary frame during the final revolution of α1 = 10° (shown as 

Hydrofoil 1), α2 = -10° (shown as Hydrofoil 2). The free surface is shown as a solid black line.  
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a) General view of free surface topology for two-hydrofoil wave generation at x = 8 m.  

 
b) Detailed view of free surface topology for two-hydrofoil wave generation at x = 8 m.  

Figure 38 - Free surface topology down-wave for two-hydrofoil wave generation simulations. 

 
Figure 39 - Free surface topology up-wave at x = -8 m for two-hydrofoil wave generation simulations. 
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Figure 40 - Primary and secondary wave heights, H1 and H2, and phase angles, ψ1 and ψ2, as a 

function of pitch angle from two-hydrofoil wave generation measured at x = 8 m. (Note α2 = - α1) 
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stagnation pressure coefficient does not reach a value of Cp = 1 for any case due to the 

hydrofoils operating directly in an increased wake deficit resulting from the presence of 

the second hydrofoil. As shown previously in Figure 28, during single hydrofoil wave 

generation simulations, the stagnation pressure was reached for all pitch angles. 

While there were variations in CP with circumferential position for all pitch angles, the 

influence the additional hydrofoil had on the resulting CP distributions in comparison to 

the single hydrofoil results depended on the sign of the pitched hydrofoil. For positive 

pitch angles, unlike the single hydrofoil results, significant fluctuations in CP distribution 

were noted for all 𝜃 values. It was also found that at 𝜃 = 0° the CP range along the upper 

and lower surface decreased by up to 35% compared to single hydrofoil results. The most 

intriguing finding for the positively pitched hydrofoils occurred at 𝜃 = 90°, where 

difference between the minimum and maximum CP along the hydrofoil surface was 

found to decrease by an average of 50% compared to the single hydrofoil results. For 

single hydrofoil results, no major change in surface pressure distribution was measured at 

𝜃 = 90°. It is unclear if the drop in lifting performance of the positively pitched hydrofoils 

is completely the due to the change in wake deficit, the hydrofoil operating in closer 

proximity to the free surface due to the larger amplitude wave that are generated, or a 

combination of the two.  

Contrary to the positively pitched hydrofoils, for negative pitch angles CP distributions 

did not significantly vary with 𝜃, except near the free surface, where 𝜃 = 0°. In addition, 

it was observed that at 𝜃 = 0° the minimum and maximum value of CP decreased by 

approximately 50% and 75%, respectively, compared to single hydrofoil results. Due to 
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proximity of the hydrofoil to the free surface at this circumferential location it is difficult 

to determine if this change in device performance is due to hydrofoil’s interaction with 

the free surface, the increased wake deficit, or both. It should be noted that the 

experimental findings of [23] only found drops in lifting performance of positively 

pitched hydrofoil as they neared the free surface but negative pitch angels were not 

investigated. 
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Figure 41 - Pressure coefficients along hydrofoil for two-hydrofoil wave generation. 
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7.1.4. Hydrodynamic Forces 

To further examine the impact the addition of a second hydrofoil had on the near field 

flow field, the hydrodynamic forces acting on both hydrofoils were calculated. The radial 

and tangential force coefficients, CR and CT, are again calculated integrating the wall 

shear stress and the surface pressure along each hydrofoil surface. The unsteady body-

fixed force coefficients are shown in Figure 42 and Figure 43 for each two-hydrofoil 

wave generation case. It should be noted that unlike the circumferential position of the 

hydrofoil, 𝜃, which is measured in the global coordinate system, a revolution, as plotted 

along the x-axis in Figure 42 and Figure 43, is measured relative to the unique starting 

position of each hydrofoil. As a result, the positively pitched hydrofoil is, for example, at 

𝜃 = 0° at the end of the 18th revolution, while the negatively pitched hydrofoil is at 𝜃 = 

180° after the exact same number of revolutions. 

Figure 42 and Figure 43 demonstrates just how significant the variation in 

hydrodynamic forces are as pitch angle is changed. As was the case with the single 

hydrofoil wave generation results, as α1 increased positively, CR also increased positively 

indicating a net outward radial force. Whereas as α2 increased negatively, CR increased 

negatively indicating a net inward radial force. For the positively pitched hydrofoils, a 

sudden decrease in CR was noted immediately after the hydrofoil passed under the free 

surface and continued until it reached a local minimum near the quarter revolution point 

(i.e., 𝜃 = 90°). This is similar to the trend noted during single hydrofoil wave generation. 

This decrease in radial force can be directly correlated to the 50% decrease in CP range 

between the hydrofoil’s upper and lower surface that was noted in Figure 41 at the same 

circumferential position.  
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When CR was examined for the negatively pitched hydrofoils, the results illustrated that 

|CR| was a minimum after the hydrofoil passed under the free surface where 𝜃 = 0°. The 

circumferential location of this minimum is a direct result of the decrease in CP variation 

between the upper and lower surface on negatively pitched hydrofoils, which was shown 

in Figure 41. As was the case with the single hydrofoil results, this minimum was 

followed by a sudden increase |CR| until the maximum |CR| was reached, at 𝜃 = 90°. It is 

also evident from Figure 42 that |CR| remained near this maximum value from 𝜃 = 90° to 

𝜃 = 270°, which also directly correlates with previously presented pressure distributions, 

that showed minimal changes in CP distribution for these 𝜃 values. 

By examining distributions of CT it can be concluded that overall trends are the same as 

the single hydrofoil wave generation results. The variation of CT had the same range as 

single hydrofoil results and the location of the local maximum and minimum remained 

the same. However, the maximum |CT| decreased for all pitch angles, indicating that 

operating the two-hydrofoil model in an increased wake deficit resulted in a drop in total 

tangential force per revolution. 

Several important facts were uncovered upon closer inspection of the maximum and 

minimum values for |CR| and |CT|. For positively pitched hydrofoils the minimum and 

maximum in |CR| were found to decrease by approximately 45 and 25 percent, 

respectively, when compared to the single hydrofoil wave generation results while, for  

negatively pitched hydrofoils the minimum and maximum of |CR| decreased by 

approximately 50 and 15 percent. As a result of the range of |CR| throughout a revolution 

on average increased by over 40% and 200%, respectively, for positive and negative 
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pitched hydrofoils, and thus are significantly more variable than the single hydrofoil 

simulation results.   
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Figure 42 - Hydrofoil body-fixed radial force coefficients from two-hydrofoil wave generation for 

four combinations of α1 and α2 combinations.   
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Figure 43 - Hydrofoil body-fixed tangential force coefficients from two-hydrofoil wave generation for 

four combinations of α1 and α2 combinations.  
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7.1.5. Wave Generation Efficiency 

An important parameter to examine when developing a wave terminating energy 

extraction device, such as the CycWEC examined in this research, is the wave generation 

efficiency. A device that can generate a wave with minimum viscous losses will 

conversely perform better when operating as an energy extracting device.  

The average power per unit width of the generated wave fields are shown in Figure 44 

for the four wave generation cases simulated. The average power of the primary wave 

and its two first harmonics are defined as Ē1, Ē2, and Ē3, respectively, and the average 

total wave power of the generated wave field is defined as ĒT. Note the average power 

per unit width is calculated as per equation (2).   

Since the average power per unit width is proportional to square of the wave height, 

the primary wave heights generated by the two-hydrofoil model contain a large quantity 

of the total power in the wave field. Using the wave heights shown in Figure 40 it was 

calculated that Ē1 accounts for 90.0%, 96.8%, 99.2% and 99.8%, respectively, of the total 

wave power, as the pitch angle is  increased from α1 = 5° to α1 = 12.5°. As shown in 

Figure 44, ĒT increases approximately linearly with pitch angle from ĒT = 38.27 W/m 

when α1 = 5° to ĒT = 171.8 W/m when α1 = 12.5°. 
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Figure 44 - Average power per unit width for primary wave, first two harmonics, and total wave 

power. (Note α2 = - α1) 

Knowing the average power per unit width for the generated wave field is the first step 

in determining the wave generation efficiency of the device. The final step is quantifying 

the amount of power per unit width required to drive the two-hydrofoil rotating system 
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product of the tangential force per unit width, the constant rotational speed (i.e., ω = 

2.503 rad/s), and the radius of the rotational path of the hydrofoil (i.e., R = 1 m). The 

total shaft power per unit width, EShaft, is simply the sum of the shaft power per unit width 
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of the generated wave fields was included for comparison to the total average shaft power 

per unit width, ĒShaft, which was calculated by integrating EShaft throughout one 

revolution. Figure 45 illustrates that the difference between ĒT and ĒShaft decreased as 

pitch angle is increased, suggesting an increase in device wave generation efficiency. 

Figure 45 also demonstrates how the negatively pitched hydrofoils have a much larger 

power requirement compared to the positively pitched hydrofoils to rotate at the same 

angular velocity.   
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Figure 45 - Required shaft power and average wave power for two-hydrofoil wave generation. 
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Total average shaft power per unit width, was compared to the total average power of 

the generated wave field down-wave to provide the average wave generation efficiency, 

εG, of the device which is defined as: 

Shaft

UT

G E

EE −
=ε .         (20) 

where ĒU is the average up-wave wave power per unit width generated by the CycWEC, 

an inefficiency of the device that was determined from Figure 39. The average wave 

generation efficiency was calculated for the four completed wave generation simulations 

and the results are summarized in Table 3. The results show a major increase in wave 

generation efficiency as the pitch angle is increased from εG = 65.17% when α1 = 5° to εG 

= 93.95% when α1 = 12.5°. Combined with the fact that when α1 = 12.5° the primary 

wave accounts for over 99% of the total wave power, meaning that over 90% of the shaft 

power input into the rotational system is transformed into Ē1 which is desired for an 

optimal wave energy extraction.  

Table 3 - Wave generation efficiency for two-hydrofoil wave generation. 

 

α 1 α 2

(deg) (deg)
5 -5

7.5 -7.5
10 -10

12.5 -12.5

Ē U 

(W/m)
0.04
0.09
0.26

171.83 182.23 93.950.63

74.79 88.69 84.23
122.83 133.19 92.03

(W/m) (W/m) %
38.32 58.74 65.17

Two Hydrofoil Wave Generation Statistics
Simulation #

1
2
3
4

Ē T Ē Shaft ε G
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7.2. Wave Cancellation Simulations  

The final stage of the research involved using URANS predictions to test the wave 

cancellation abilities of the two-hydrofoil CycWEC model. These simulations 

encompassed elements of all stages of the research, such as the required grid and time 

step parameters from the preliminary single hydrofoil research, the numerical wave 

generation capabilities of the mass source region, and information from the two-hydrofoil 

wave generation results to correctly configure the mass source strength of the incident 

wave field.   

The wave cancellation properties of the two-hydrofoil model was first tested with 

pitch angles of α1 = 7.5° and α2 = -7.5°, for two difference user defined incident wave 

heights. The first simulation, referred to as Case 1, had an incident wave height defined 

based on the primary wave heights measured during the two-hydrofoil wave generation 

simulation. The second simulation, referred to as Case 2, had a prescribed incident wave  

height nearly 15% less than Case 1. Final simulations included single tests for pitch 

angles of α1 = 10° and α2 = -10°, and α1 = 12.5° and α2 = -12.5° and were referred to as 

Case 3 and 4, respectively. The prescribed incident wave heights for Cases 3 and 4 were 

defined using the same manner as Case 1. Note the wave cancellation simulations were 

ended after 3600 time steps, or 45.18 seconds due to the heavy computational 

requirements for these simulations. Having completed 4800 times steps for Case 1, no 

new information arose during the final 1200 time steps so the remaining cases were 

assigned a shortened total run time. The reduced total run time also permitted the 

completion of multiple wave cancellation simulations.     
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7.2.1. Characteristics of the Generated Wave Field 

To test the wave cancellation abilities of a two-hydrofoil CycWEC model, a 

fundamental requirement is to generate an appropriate incidence wave field to interact 

with the device. For Cases 1-4, the mass source term was defined to produce an incident 

wave field with wave heights of HA/c = 0.2684, 0.2314, 0.3528, and 0.4127, respectively. 

Required phase shifts were also input into the mass source term based on two-hydrofoil 

wave generation findings.  

The resulting free surface topology measured at x = -4 m are shown in Figure 46 for 

all cases. FFT analysis of the free surface revealed that mass source zone performed as 

designed, generating the desired incident wave field within 2.5% and 0.5% of the 

prescribed incident wave height and phase shift, respectively. The fluctuations in free 

surface topology illustrated in Figure 46 are due to an inefficiency in the converter 

generating a wave propagating in the up-wave direction as these fluctuations were not 

found when the mass source was tested individually. The disturbance had a mean 

measured wave height of H/c equal to 8.8% of HA/c. This up-wave disturbance will be 

accounted for when analyzing the overall efficiency of the device.  
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Figure 46 - Free surface topology up-wave at x = -4 m for wave cancellation simulations. 
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7.2.2. Characteristics of the Cancelled Wave Field 

The remaining wave field down-wave at x = 8m is examined in this section for all 

cases. If complete wave cancellation occurred an undisturbed free surface would be 

expected in the down-wave direction relative to the CycWEC. As shown by the temporal 

free surface variations measured at x = 8 m in Figure 47, this unfortunately was not the 

case as a quantifiable down-field wave field remained. However, comparing the wave 

cancellation results of Figure 47 to the projected undisturbed incident wave field, 

significant amounts of power were extracted from the wave field because the average 

wave power is proportional to H2. Closer examination of the free surface topologies for 

Case 1 and 2 suggests that Case 1 had less of a down-wave wave field remaining 

compared to Case 2, even with a 15% larger incident wave field.  
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Figure 47 - Free surface topology down-wave for wave cancellation simulations at x = 8 m. 

12 13 14 15 16 17 18

-0.2

-0.1

0

0.1

0.2

Time/Tstd

η/
c

 

 

12 13 14 15 16 17 18
-0.2

-0.1

0

0.1

0.2

Time/Tstd

η/
c

 

 

12 13 14 15 16 17 18
-0.2

-0.1

0

0.1

0.2

Time/Tstd

η/
c

 

 

12 13 14 15 16 17 18
-0.2

-0.1

0

0.1

0.2

Time/Tstd

η/
c

 

 
Wave Cancellation Results Undisturbed Incident Wave Field

d)   Case 4

b)   Case 2

c)   Case 3

a)   Case 1



 

108 

 

To complete the analysis of the down-field wave field a FFT was applied to the free 

surface topologies. The FFT analysis showed that the down-wave free surface topology 

consisted of the primary wave and the first and second harmonic. The resulting wave 

heights of each component wave was determined and are shown in Figure 48 along with 

the incident wave height, HA/c, for each simulation. Comparing the incident and primary 

wave heights, which both have the same wavelength, indicate a major decrease in wave 

height for all cases. In terms of wave cancellation, the harmonics are inefficiencies; 

having smaller wavelengths then the incident wave, the harmonic waves are not able to 

cancel out the incoming incident wave field. As illustrated in Figure 48, as α1 is increased 

the harmonic wave heights are found to decrease, supporting a preliminary assumption 

that as the pitch angles are increased so too will the device cancellation efficiency. Also 

shown in Figure 48 is that the decrease in device performance for Case 2 is because both 

H1/c and H2/c are larger in comparison to Case 1. 
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Figure 48 - Primary wave height, H1, harmonic wave heights H2 and H3, incident wave height HA as a 

function of pitch angle for wave cancellation, measured at x = 8 m. (Note α2 = - α1) 
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and 300%, respectively, for the positively and negatively pitched hydrofoils. For negative 

pitch angles it was determined the largest difference in pressure between the lower and 

upper surfaces occurred when 𝜃 = 90° and the smallest difference occurred when 𝜃 = 0°. 

Interestingly it was determined for positive pitch angles that the largest difference in 

pressure on the lower and upper surfaces occurred when 𝜃 = 0° and was smallest when 𝜃 

= 90°. It should be noted that this completely opposes what was found during single 

hydrofoil wave generation research and experimentally by [23], which all suggested a 

drop in lifting performance of a positively pitched hydrofoil as it approached the free 

surface. However, it should be also noted that the velocity field induced by the incident 

wave is largest near the free surface and decreases exponentially with depth and this 

could be changing the local angle of attack on the hydrofoil in this region. A common 

point for all pitch angles was that minimal change in pressure distributions were noted 

between 𝜃 = 180° and 𝜃 = 270°. 
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Figure 49 - Pressure coefficients along hydrofoil for two-hydrofoil wave cancellation. 
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7.2.4. Hydrodynamic Forces 

The instantaneous body-fixed force coefficients CR and CT, are shown in Figure 50 and 

Figure 51, respectively, for each of the wave cancellation simulations. It should be noted 

once again that unlike the circumferential position of the hydrofoil, 𝜃, which is measured 

in the global coordinate system, a revolution, as plotted along the x-axis in Figure 51, is 

measured relative to the unique starting position of each hydrofoil. As a result, the 

positively pitched hydrofoils are, for example, at 𝜃 = 0° at the end of the 18th revolution, 

while the negatively pitched hydrofoil is at 𝜃 = 180° at the exact same time. 

The radial force coefficient, CR, shown in Figure 50 a), was determined to have 

significant differences from the CR values obtained for the wave generation simulations. 

For both positively and negatively pitched hydrofoils the maximum, minimum, and mean 

values of |CR| increased in comparison to the wave generation results. This increase 

correlates well with the increased variation of surface pressure distribution between the 

upper and lower surfaces that was noted in the previous section. 

For positively pitched hydrofoils, once CR was at its maximum after the hydrofoil 

passed under the free surface (i.e., 𝜃 = 0°), a sudden decrease in CR occurred which 

continued until reaching its minimum near the quarter revolution point (i.e., 𝜃 = 90°). For 

negatively pitched hydrofoils, however, the minimum |CR| occurred when 𝜃 = 0°, which 

was followed by a sudden increase in |CR| that continued until reaching its maximum 

when 𝜃 = 90°. CR remained nearly constant from 𝜃 = 180° to 𝜃 = 0° for all hydrofoil pitch 

angles.  

  The tangential force coefficient, CT, shown in Figure 51 clearly has one major 

difference then all other CT plots. For the first time CT values are consistently positive, 
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especially for positively pitched hydrofoils. This is a significant result as it indicates that 

the device is successfully being driven forward by the incident wave field, and therefore, 

extracting shaft power from the incident wave. In addition, the range of CT was found to 

increase substantially, and thus CT fluctuations were larger throughout each revolution. 

For the positive pitch angles it was noted that within each revolution the local maximum 

CT value occurred just before or just after the hydrofoil passed below the free surface and 

the local minimum occurred when the hydrofoil was furthest away from the free surface. 

A brief decrease in CT was also noted as the hydrofoil is directly under the free surface. 

For the negatively pitched hydrofoil the fluctuations of CT were found to have a mean 

value near CT = 0 because CT was often negative during intervals of each revolution 

suggesting that this hydrofoil is not significantly contributing to the extracted shaft 

power. 
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Figure 50 - Hydrofoil body-fixed radial force coefficients resulting from wave cancellation 

simulations. 
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Figure 51 - Hydrofoil body-fixed tangential force coefficients resulting from wave cancellation 

simulations. 
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7.2.5. Average Wave Cancellation Efficiency 

To quantify the wave cancellation ability of the two-hydrofoil CycWEC model the 

average wave cancellation efficiency was examined for each of the four simulations. This 

was accomplished by comparing the differences in wave power (due to energy extraction) 

between the undisturbed incident wave field, measured at x = -4 m, and the resulting 

wave field, measured at x = 8 m. Initially the average power per unit width of the primary 

wave, Ē1, and its two first harmonics, Ē2 and Ē3, remaining down-wave from the device 

at x = 8 m was calculated. The total average power of the remaining wave field per unit 

width, ĒT, is simply the summation of Ē1, Ē2, and Ē3. The average power for each down-

wave wave component along with the total average wave power and the average power of 

the undisturbed incident wave per unit width, defined as ĒA, are shown in Figure 52. 

Clearly the device was able to cancel more power from the incident wave field when the 

hydrofoils were pitched at higher incident angles. To quantify the performance of the 

device the average wave cancellation efficiency, εWC, is defined as:  

A

TU

WC E

EE +
−=1ε           (21) 

where ĒU is the average difference between the wave power per unit width of the 

undisturbed incident wave field and the resulting up-wave wave field at x = -4 m, as 

determined from Figure 46. The average wave cancellation efficiency was calculated for 

each cancellation cases using equation (21) and the results are summarized in Table 4. 

The wave cancellation efficiency was found to be the lowest when the hydrofoils were 

pitched to α1 = 7.5° and α2 = -7.5° and the incident wave height was reduced (i.e., Case 
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2). For Cases 1, 3, and 4 the wave cancelation efficiency of the device varied from 90% 

to 93%, suggesting that the two-hydrofoil CycWEC is an effective wave cancelling 

device when subject to an incident wave field of appropriate height, frequency, and 

phase.  

 
Figure 52 - Total average wave power, average power for primary wave, and first two harmonics, 

and average incident wave power for two-hydrofoil wave cancellation. (Note α2 = - α1) 

Table 4 - Wave cancellation efficiency for two-hydrofoil CycWEC model. 
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7.2.6. Average Power Conversion Efficiency 

Having a wave energy converter that cancels waves efficiently is important but is 

irrelevant if the device cannot convert the cancelled wave power into shaft power. To 

investigate the average power conversion efficiency, εPC, of the device several important 

parameters were required. Initially the required power per unit width, referred to as the 

shaft power per unit width, is calculated for each hydrofoil and the total shaft power per 

unit width, EShaft, is then calculated simply as the sum of the two. The fluctuations of the 

shaft power resulting from each hydrofoil and the total shaft power are shown in Figure 

53. The average incident wave power per unit width, ĒA, was also included in Figure 53 

to illustrate an ideal power conversion value for ĒShaft, if all the incident wave power was 

converted to shaft power. Evidently there is major change compared to the two-hydrofoil 

wave generation shaft powers plotted previously in Figure 45. The total shaft power is 

now primarily positive throughout each revolution meaning that the incident wave field is 

driving the two-hydrofoil system forward and that wave power is successfully being 

converted to shaft power. However, it is important to note that the total shaft power is 

very close to the shaft power for the positively pitched hydrofoil. The difference in shaft 

power for the positively and negatively pitched hydrofoils suggest that although both 

hydrofoils are essential for incident wave cancellation, the power conversion efficiencies 

of the device are heavily dependent on the positively pitched hydrofoil. In fact, the 

hydrofoils with negative pitch angles were found to require shaft power for a short 

periods of time just as the hydrofoil passed under the free surface near 𝜃 = 0°. 

Fundamentally there would be a flaw in the CycWEC design if the total shaft power was 

constantly below zero and drawing power from the system. However, this is not the case 
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because positively pitched hydrofoils are constantly converting wave power into shaft 

power, keeping the total shaft power consistently above zero, except for brief instances in 

time for high pitch angles cases. Finally it should be noted that the point of peak power 

conversion for the positively pitched hydrofoils occurred near 𝜃 = 270° which is when 

the hydrofoil is closest to the incident wave field, and thus is the only time in its 

rotational that it is interacting with the undisturbed incident wave field.  
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Figure 53 - Shaft power and average incident wave power for two-hydrofoil wave cancellation. 
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The average power conversion efficiency of the device, εPC, quantifies the efficiency 

of the device in converting the cancelled wave power, ĒA·εWC, into shaft power and is 

defined as: 

WCA

Shaft
PC E

E
ε

ε
⋅

= .            (22) 

Summarized in Table 5 are the average power conversion efficiencies for the four 

completed wave cancellation simulations. The results illustrate that the average power 

conversion efficiency was the highest for Case 3, outperforming the other cases by 10% 

or more. The lowered conversion efficiencies of Case 1 and 2 can be connected to the 

performance of the negatively pitched hydrofoil which had a mean shaft power per unit 

width below zero meaning it was frequently drawing power from the system during each 

rotation. The lower wave conversion efficiency of Case 4 can also be attributed to the 

negatively pitched hydrofoil, which as shown in Figure 53, spends 1/8 of the rotation 

drawing power.  

 

Table 5 - Average power conversion efficiency for wave cancelling two-hydrofoil CycWEC model. 
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7.2.7. Average Total Power Extraction Efficiency 

With the average wave cancellation efficiency, and average power conversion 

efficiency calculated, the overall performance of the two-hydrofoil CycWEC model can 

be quantified. The average total power extraction efficiency, εTP, represents the ratio of 

total average shaft power per unit width, to the average power of the incident wave per 

unit width and is defined as:  

PCWC
A

Shaft
TP E

E εεε ⋅== .                (23) 

This efficiency is the fundamental efficiency of any wave energy converter because it 

determines how much of the incident wave power is being converted into useful shaft 

power. Table 6 contains the calculated average total power extraction efficiencies for 

each wave cancellation simulation. Comparing the results of Cases 1 and 2 confirms that 

the CycWEC will experience a decrease in total power extraction efficiency when the 

incident wave is smaller than required based on the pitch angles, or conversely, if the 

hydrofoils are not pitched to the correct angle given the wave height of the incident wave 

field. Based on the prescribed incident wave heights, Case 3 had the best overall 

performance with an εTP value of 82.7%. However it is important to note that the 

efficiencies of the other cases may increase for an incident wave field of different wave 

height. The largest quantity of power was extracted for Case 4 where ĒShaft = 174.34 

W/m, however the overall efficiency was less than Case 3 because the incident wave field 

contained more power. 
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Table 6 - Average total power extraction efficiency for two-hydrofoil CycWEC model. 
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124 

 

 

 

 

CHAPTER 8 

8. SUMMARY 

A computational fluid dynamic study was completed on the Atargis Cycloidal Wave 

Energy Converter (CycWEC) to investigate the wave generation and cancellation 

characteristics using a two-dimensional model. The numerical modeling was based on the 

unsteady Reynolds average Navier Stokes (URANS) equations and the free surface 

fluctuations were determined using the volume of fluid method. A specialized hybrid grid 

design was required to accurately resolve the complex viscous flow field resulting from 

one or more hydrofoils rotating beneath the free surface at a constant angular velocity. 

The research progressed incrementally from single and two-hydrofoil wave generation to 

numerical wave generation and finished with two-hydrofoil wave cancellation. The 

URANS simulations were able to model nonlinear free surface interactions and viscous 

effects, unlike previous inviscid simulations, and provided complete velocity and 

pressure fields which experimental work could not.   
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The specific research objectives defined at the beginning of this report were 

accomplished. The two-dimensional CFD model of a single hydrofoil rotating beneath a 

free surface at a fixed pitch angle and angular speed was developed. Its computational 

requirements and accuracy were optimized by a grid and time step sensitivity study. The 

two-hydrofoil CycWEC CFD model was developed from the original single hydrofoil 

CFD model. Completed URANS simulations explored the wave generation properties of 

the single and two-hydrofoil device. A two-dimensional numerical wave tank was 

constructed to generate user defined incident wave fields and validated by linear wave 

theory. Lastly the numerical wave tank was added to the two-hydrofoil CycWEC model 

for final URANS simulations that illustrate the wave power extraction efficiency of the 

device when subject to a regular wave field. 

The single hydrofoil CFD model employed a hybrid grid to model the rotation of a 

modified NACA 0015 hydrofoil beneath the free surface. The model, was subject to a 

grid and time step study which minimized the discretization error and computational 

requirements. The single hydrofoil CFD model was employed for URANS simulations at 

α1 = ±5°, ±7.5°, ±10°, and ±12.5°. The resulting free surface variations for all cases agree 

with findings of Siegel and al. [11], which concluded a rotating hydrofoil near a free 

surface will generate a one-side wave field, primarily consisting of a fundamental wave, 

and its first harmonic. A FFT analysis of the resulting wave field showed the primary 

wave height increased as α1 increased, but the first harmonic wave height decreased as α1 

varied positively from α1 = 0°, and increased as α1 varied negatively from α1 = 0°. The 

mean difference in primary wave phase angles between α1 and -α1 is 176.6°, suggesting 

that oppositely pitched hydrofoils would be near ideal for two-hydrofoil wave generation. 
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By examining the pressure coefficient along the hydrofoil surfaces it was determined the 

stagnation pressure coefficient of CP = 1 is reached for all cases. For positively pitched 

hydrofoils, when 𝜃 = 0° there is a significant change in the pressure distribution on both 

the upper and lower surfaces. This is in agreement with the Parkin and Perry [23], which 

determined the lifting performance of a positively pitched hydrofoil, would worsen as it 

approached a free surface. Total hydrodynamic forces showed that for positive α1 values 

a net outward radial force is generated while negative α1 values generate a net inward 

radial force.  

The two-hydrofoil CFD model was based on the single hydrofoil grid design and grid 

refinement study but was modified to include a second hydrofoil shifted by 𝜃 = 180°. 

Initially wave generation properties of a two-hydrofoil CycWEC are predicted using the 

principle of superposition and single hydrofoil results. A near regular wave field having a 

period equal to the device period, was predicted as the pitch angles increased, meaning 

the harmonic waves are decreasing. This is in agreement with Siegel and al. [11] which 

concluded that for two hydrofoils where α1 = - α2 and 180° of phase shift, the harmonic 

waves cancel making the device ideal for regular wave cancellation.  

The URANS simulations employed the two-hydrofoil CFD model where α1 = - α2 and 

α1 = 5°, 7.5°, 10° and 12.5°. The generated wave field trends were consistent with 

predictions, but upon closer inspection significant differences were noted. The 

discrepancies indicate the flow field is non-linear with significant interactions between 

the hydrofoils, resulting in generated wave heights being less than predicted. A FFT 

analysis of the resulting wave field showed H1, increased as α1 increased, reaching non-

dimensional wave heights up to H1/c = 0.3562 when α1 = 12.5°. H2 consistently 
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decreased as α1 increased reaching a minimum non-dimensional wave height of H2/c = 

0.0218 when α1 = 12.5°. Based on these results, the ratio of H1/H2 increased from 2.12 to 

16.34 as α1 is increased from α1 = 5° to α1 = 12.5°. Examining Cp along the hydrofoil 

surfaces revealed the stagnation pressure coefficient does not reach a value of Cp = 1 for 

any case. These differences from single hydrofoil results are due to the hydrofoils 

operating directly in an increased wake deficit resulting from the presence of the second 

hydrofoil.  

From the body-fixed forces, for the positively pitched hydrofoils, a sudden decrease 

in CR was noted immediately after the hydrofoil passed under the free surface and 

continued until it reached a local minimum near the quarter revolution point (i.e., 𝜃 = 

90°). For negatively pitched hydrofoils, the minimum value of |CR| occurred after the 

hydrofoil passed under the free surface where 𝜃 = 0°, which was followed by a sudden 

increase until |CR| was a maximum at 𝜃 = 90°.  

The wave generation efficiency is explored in this research because a device that can 

generate a wave with minimum viscous losses will conversely perform better when 

operating as an energy extracting device. A major increase in wave generation efficiency 

was uncovered as the pitch angle is increased from εG = 65.17% when α1 = 5° to εG = 

93.95% when α1 = 12.5°. 

The numerical wave tank employed methods outlined by Fang and al. [18]. The mass 

source strength is a function of the induced horizontal and vertical velocity components 

of a linear progressive wave field and CFD grid size, within the mass source region. The 

grid was sized based on findings of Lin and Liu [16], who fixed the source size based on 

tank depth, and desired wave height and wavelength. The numerical wave tank is 



 

128 

 

accurate, modelling phase shifts within 0.2° of the user input. When validating the 

generated wave field with linear wave theory, an RMS difference of 5.94 x 10-3 was 

found for the location of the free surface. 

The CycWEC wave cancellation CFD model combined the numerical wave tank and 

two-hydrofoil CFD model. Having elements totals of 380 000-420 000, and time step of 

Δt = 0.01255 seconds, the final simulations were computationally demanding. For all 

simulations the hydrofoils were rotated to equal but opposite pitch angle such that α1 = - 

α2. Four simulations were completed α1 = 7.5° (Case 1), α1 = 7.5° (Case 2), α1 = 10° 

(Case 3), and α1 = 12.5° (Case 4) having incident wave heights of HA/c = 0.2684, 0.2314, 

0.3528, and 0.4127, respectively, which were defined based on the two-hydrofoil wave 

generation research. Case 2 tested device performance when subject to a reduced HA/c. 

Comparing the HA/c and H1/c down-wave, indicated a major decrease in wave height for 

all cases, meaning wave power was cancelled by the CycWEC. In terms of wave 

cancellation, harmonic wave heights, which decrease efficiency, were found to decrease 

as pitch angle is increased. 

The wave cancellation efficiency of the device was found to be the lowest for Case 2 , 

which was subject a reduced incident wave height. For Cases 1, 3, and 4 the wave 

cancelation efficiency of the device varied from 90% to 93%, suggesting that the two-

hydrofoil CycWEC is an effective wave cancelling device when subject to an incident 

wave field of appropriate height, frequency, and phase.  

The average total power extraction efficiency, εTP, is the fundamental efficiency of 

any wave energy converter because it determines how much of the incident wave power 

is being converted into useful shaft power. Comparing Cases 1 and 2 confirms the total 
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power extraction efficiency of the CycWEC will decrease if the hydrofoils are not 

pitched to the correct angle given the wave height of the incident wave field. Based on 

the prescribed incident wave heights, Case 3 had the best overall performance with a εTP 

= 82.7% indicating that viscous and turbulence losses are low. The efficiencies of the 

other cases may increase for an incident wave field of different wave height. The largest 

quantity of power was extracted for Case 4 where ĒShaft = 174.34 W/m, however the 

overall efficiency was less than Case 3 because the incident wave field contained more 

power. 
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CHAPTER 9 

9. FUTURE WORK RECOMMENDATIONS 

After investigating the two-dimensional wave generation and cancellation properties 

of the CycWEC CFD models several recommendations are made as possible future 

research topics. Possible improvements to the computational efficiency of the 

simulations, the implementation of numerical wave absorbers, and the completion of 

supplementary wave cancellation simulations are all recommended short-term extensions 

of this research. Lastly several long-term research project ideas are proposed that would 

contribute to the ongoing research and development of the Atargis CycWEC. 

9.1. Extension of Completed Research 

9.1.1. Improvement of Computational Efficiency – Grid Resolution 

The initial grid refinement study optimized the free surface capturing region which 

contains up to 80 % of the total grid elements while occupying less than 0.5 % of the total 

domain volume. Later in the research, the unstructured grid below the free surface 
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capturing region was refined and showed over a 75% improvement in spatial wave 

damping effects resulting from numerical dissipation. It is likely that some of the 

discrepancies between the results from the three grids initially used in the single 

hydrofoil grid refinement study were amplified by the overly coarse unstructured grid 

below the free surface. Completing a grid refinement study using the two-dimensional 

single hydrofoil CFD model developed in this research and incorporating the refined grid 

in the water region may illustrate that the grid designs used in this research were of 

higher resolution than required.  

9.1.2. Implementation of Numerical Wave Absorbers 

Every simulation completed during this research featured numerical beaches that 

extended from the ends of the domain of interest, where waves were generated and 

cancelled, to the vertical boundaries of the overall domain. The purpose of the numerical 

beach was to promote the numerical dissipation of the generated wave as they propagated 

towards the boundaries by incrementally increasing the grid spacing. This was done to 

prevent generated waves from reflecting off the boundaries back into domain. Although 

the domain of interest was only 30 meters in length, the numerical beaches increased the 

total numerical domain length to 130 meters. Just as the numerical wave tank developed 

in this research used a mass source region to generated waves, a momentum source 

region could be implemented along the boundaries to numerically absorb generated 

waves. This would eliminate the need for numerical beaches and reduce the overall size 

of the computation domain by over 70%. 
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9.1.3. Supplementary Numerical Wave Cancellation Testing 

Due to time constraints and computational requirements of the wave cancellation 

simulations, two or less incident wave heights were tested for each pitch angle 

combination. Completing supplementary simulations that vary the incident wave height 

would provide a more in depth understanding of the wave power extraction efficiencies 

of the device when subject to oversized and undersized waves.  

The wave cancellation results revealed that the negatively pitched hydrofoils were 

required to use shaft power each revolution while operating as an energy extraction 

device. The positively pitched hydrofoils did not have this problem and constantly 

extracted wave power through each revolution. The completion of other wave 

cancellation simulations where α1 < -α2, may prove to increase the wave power extraction 

efficiency. The hydrofoil with the positive pitch angle may continue to efficiently convert 

wave power to shaft power while the negatively pitched hydrofoil, now with a larger 

negative pitch angle, will spend less time drawing shaft power each revolution, 

potentially leading to higher device efficiency. 

9.2. Potential Cycloidal Wave Energy Converter Research Projects 

This research has explored several key principles applicable in the growing industry 

of ocean wave energy conversion. Building on the outcomes of this research it is 

foreseeable that future research projects could involve modelling the three-dimensional 

wave generation and cancellation abilities CycWEC when subject to a harmonic or 

irregular wave field. To model the true operating conditions of the CycWEC, the three-

dimensional wave cancellation simulations would have the hydrofoils driven only by the 
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incident wave field by coupling the equation of motion to the CFD simulations and 

moving mesh would allow for active pitch angle control when subject to an irregular 

incident wave field. 
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