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Abstract

In a general log-based anomaly detection system, network, devices and host logs are all used together for analysis and the detection of anomalies. However, the ever-increasing volume of logs remains as one of the main challenges that anomaly detection tools face. This thesis proposes a host-based log analysis system that detects anomalies without using network logs to reduce the volume and to show the importance of host-based logs. A parser is implemented to parse and extract features from Sysmon logs and use them to perform detection methods on the data. The valuable information is successfully retained after two extensive volume reduction steps. An anomaly detection system is proposed and performed on different datasets with up to 55,000 events and over a million log messages. The system easily detects the attacks and malicious activities using the preserved logs. The analysis results demonstrate the significance of host-based logs in auditing, security monitoring, and intrusion detection systems.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIEM</td>
<td>Security Information and Event Management</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>EXE</td>
<td>Executable</td>
</tr>
<tr>
<td>ELK</td>
<td>Elasticsearch, Logstash, Kibana</td>
</tr>
<tr>
<td>Cmd</td>
<td>Command Prompt</td>
</tr>
<tr>
<td>DLL</td>
<td>Dynamic-link library</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>VPN</td>
<td>Virtual Private Network</td>
</tr>
<tr>
<td>GUDI</td>
<td>Globally Unique Identifier</td>
</tr>
<tr>
<td>WMI</td>
<td>Windows Management Instrumentation</td>
</tr>
<tr>
<td>DNS</td>
<td>Domain Name System</td>
</tr>
<tr>
<td>AWS</td>
<td>Amazon Web Services</td>
</tr>
<tr>
<td>URL</td>
<td>Uniform Resource Locator</td>
</tr>
<tr>
<td>XML</td>
<td>eXtensible Markup Language</td>
</tr>
<tr>
<td>MD5</td>
<td>MD5 message-digest algorithm</td>
</tr>
<tr>
<td>SHA-256</td>
<td>Secure Hash Algorithm 256-bit</td>
</tr>
<tr>
<td>CSV</td>
<td>Comma-Separated Values</td>
</tr>
<tr>
<td>EVTX</td>
<td>Windows XML Event Log</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>LSASS</td>
<td>Local Security Authority Subsystem Service</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Introduction

One of the results of the continually growing number of devices connected to the Internet is the production of vast amounts of log and other data. This ever-increasing volume of data, especially security logs, should be stored and can be analyzed for different purposes. Whether it be an attack or a malicious activity, with an excellent and in-depth analysis of the right log data, we can find it. Also, event pattern discovery, one of the most critical tasks in security log management and analysis, can be used to build security log file profiles; thus anomalous lines in the log files can be identified. Based on recent studies, despite having notable progress, there are several remaining challenges in log analysis, and there is still a long way to go when it comes to security analysis of big data.
With more than 75% of the share of desktop operating systems [35], Windows is considered the most widely used desktop operating system worldwide, and hence, there is a massive number of logs generated by Windows-operated workstations and laptops every day. Network log analysis has come a long way so far, but system log analysis seems to have been undervalued compared to that. Sysmon could be one possible way to help solve this issue. As a good start, security researchers at Microsoft developed Sysmon to help with Windows the auditing process. This logging tool can help address several of the above issues if properly configured and deployed. There are many security information and event management software (SIEM) applications that can help with the analysis of these logs and other logs from different sources. In this thesis, we aim to show the importance of host-based logs for security analysis. We also list and address related challenges and discuss potential solutions.

This thesis will demonstrate how an enormous number of security logs can be handled and used as the sole source of information for anomaly detection. Here, we propose a set of tools to help detect anomalies in Windows workstations. The goal of the work is to provide a set of simple and easy-to-deploy tools that can be used to track and hunt malicious activities and help with the response after an attack. To achieve this, we focus on host-based logs generated by Sysmon and aim to show their importance and demonstrate that they can be used as an exclusive source of information for anomaly detection. We take a two-step procedure to reduce the size of the logs produced
by Sysmon. First, we define several rules to include relevant information and
exclude network logs as well as less informative and noisy events like empty
key retraction processes. We create several datasets in two different virtual
environments using the two most common versions of Windows. We imple-
ment a fast and highly configurable Sysmon parser that can clean and parse
Sysmon logs which also extracts features based on its configuration.
The second step in data reduction is done after parsing. Using clustering
techniques, we detect outliers to reduce the size of the data extensively. The
outliers are analyzed and flagged in the anomaly detection engine. Here logs
are analyzed by all engines available in VirusTotal where the malicious ones
are normally detected. A human analyst then can check the few remaining
logs that are flagged as suspicious or unknown in the previous step. All
attacks are detected successfully at the end.

1.2 Summary of Contributions

The main purpose of this thesis is to extract intelligent insights from host-
based system logs to detect anomalies. In summary, the following are the
contributions of this thesis:

- Design and implementation of a comprehensive highly configurable Sys-
  mon parser for parsing and extracting features from the logs.

- A hierarchical approach to considerably reduce the volume of Windows
generated Sysmon logs while preserving actionable intelligence.
• Design and implementation of an anomaly detection engine that successfully detects attacks and malware on different datasets.

• Creation of 15 different Sysmon events datasets with no modification or anonymization.

• Comparative analysis of the proposed method against state-of-the-art SIEM software.

The results of our experiments show that the proposed anomaly detection is capable of finding various malware in the datasets. The analysis results demonstrate the significance of host-based logs in auditing, security monitoring, and intrusion detection systems.

1.3 Thesis Organization

The remainder of this thesis is organized as follows. Log-based anomaly detection systems, log clustering, and log parsing tools are discussed in Chapter 2. After that, challenges in the area are reviewed in the next Chapter. In Chapter 3, we review endpoint logging and its challenges and a brief background on popular SIEMs. We also provide a detailed description of Sysmon as well as some of its capabilities. In Chapter 4, we discuss the configurations, the datasets, and the malware along with the environment used to create them. Subsequently, details of our framework, implementation, and experiments, as well as the deployment of the system and the proposed anomaly...
detection system’s architecture, are described in Chapter 5. The results of the analysis are presented in Chapter 6. The conclusion and potential future work are discussed in Chapter 7.
Chapter 2

Literature Review

Logs can be used to get a glimpse into every change and state of a computer system. There are different types of logs with various content and formats that are used in particular use cases. Along with log analysis applications, the work by [32] reviews some of the advances in log analysis in the recent decade as well as observing the remaining challenges in the area. But in general, we review log analysis and big data from 4 different aspects mainly log-based anomaly detection, big data for anomaly detection, log clustering, and log parsing.

2.1 Log Based Anomaly Detection

Logs can become massive and noisy. But the quantity of information that they contain makes them an essential source of data to address different se-
curity problems such as detecting attackers on a network. In [41], authors designed and implemented a system that automatically analyzes the logs and mines useful information from them to enhance the security of an enterprise network. The experiment was extended by [33] who proposed a complementary tool to detect early-stage enterprise network infections. The focus of the paper is on high-risk attacks with a potential financial loss. The idea is followed in other works as well. A signal coming from the analysis result of network audit logs can become a low-cost security solution for an enterprise network which can cooperate with their current antivirus and other security software to provide a more secure network [13]. However, not all log-based anomaly detection systems rely on network logs. Some works even rely on host-based audit logs as the only source of data for threat hunting. One highly valuable resource to take part in a more extensive security audit process is Windows event logs collection.

The users working on workstations are one of the main targets of the cyberwar that is going on today and sometimes they are the first place where the attacks start from [11]. As an example, the threat detection system suggested by [28] uses Sysmon logs as the data source. Threats are classified into different levels based on their characteristics identified through the analysis of the logs. Similarly, host-based logs are used for security enhancement purposes in different applications.

Monitoring audit logs are not limited to small applications such as anomaly detection, but sometimes they are used for prediction. As suggested by [16],
in large distributed systems, analysis of unstructured logs can be used to detect anomalies inside future generated log files. These logs are also used to help identify insider threats [10]. Console logs and mobile device generated events can be considered as other types of host-based logs which are used for security analysis and threat detection.

Most applications and software contain enough information to detect anomalies by extracting unusual patterns from their console logs [12]. On mobile devices, the analysis of system logs can help detect mobile threats such as smishing and backdoor attacks [24]. Lastly, in [39], the authors discussed the security metrics that can be collected with the use of security logs. They reviewed several scenarios for security metrics collection based on different common security log types. Also, a framework was described that can help with the collection and report process and is implemented based on open-source technologies for log management.

2.2 Big Data for Anomaly Detection

Processing of real-time big data is one of the critical aspects of every log-based anomaly detection system. Gathering and preprocessing massive data constantly generated by components of a network is difficult and hence is usually done using big data techniques. In a work by [29], the authors analyzed several tools to detect mobile devices malware. They mostly lacked sufficient user profiling abilities and therefore failed to automate the process
of dynamic analysis of big data for malware detection. Large scale testing of their proposed real-time mobile malware detection framework reveals the need for performance optimization which can be addressed using machine learning algorithms optimized for big data. As another example, in [37], the authors used Azure HDInsight and Apache Spark to handle and analyze NetFlow data for anomaly detection.

2.3 Log Clustering and Mining

Several different approaches can be employed to capture insightful data from the logs. One of the main methods is clustering. Starting with [38], the author proposed SLCT, a data clustering algorithm that is capable of mining and extracting interesting patterns from different types of event logs as well as finding the outliers. Most of the shortcomings of the work were then addressed in [40] where the authors propose an approach that fixes wildcard detection issues along with word shifting sensitivity and delimiter noise. Researchers in [22] suggested a generic log clustering framework named LOGDIG. The framework relies on temporal data (time-stamps) and data related explicitly to the system (e.g., data associated with moving objects). The state-machine-based behavior mining searches for the states and aims to find desired event messages and uses meta-data interpretation for input data. The output of the system is a human-friendly behavioral knowledge report.
In one work by [27], authors introduce IPLoM which is an algorithm for the mining of clusters from event logs. They take a hierarchical 3-step partitioning process which they call iterative partitioning mining. Descriptions of the clusters are presented as the results. The algorithm outperforms both [27] and [40] in terms of precision and performance.

Another approach to log mining is log abstraction. Log abstraction is a technique to convert the messages hidden inside the log files to different event types. In a complementary work by [42] the same clustering algorithm namely LogCluster was implemented in C which greatly improved the speed and efficiency. It was originally written in Perl which is significantly slower than C. This implementation took the crown once again for LogCluster algorithm and was also extended to work with stream mining scenarios. Another example of log abstraction is [31] in which authors presented a comprehensive and straightforward approach to log file abstraction that is similar to the SLCT log clustering tool. They have clustered similar frequency words in each line and abstracted it to event types.

2.4 Log Parsing

Automated methods for parsing logs are critical when it comes to knowledge extraction and anomaly detection from any log [9]. The authors of [19] study four different log parsers and parsing packages to provide a better understanding of the advantages of parsers and their impact on log mining. Their
insightful findings substantiate the significance of the information that is obtainable from logs. Their work is further extended by [21] who implement an online parser for web service management techniques. Later, it was updated to function in a streaming manner with dynamic parsing rules [20].

In certain scenarios, having a dedicated parser for each type of log could be a better approach. There are tools available that help with the field retrieval process from different logs. Microsoft came up with a SQL based log parsing tool for logs generated by their services, mainly Windows logs. They discussed the necessity of it and why having a parser is essential for mining data from logs [17]. However, by the time of this writing, the tool is more than 14 years old and does not work properly with newer types of logs including Sysmon logs. The alternatives to most of these parsers are commercial SIEMs. They usually have a user interface and can help with log parsing as well as the analysis and mining process. Nonetheless, their parsing system is generally basic and log messages are mostly treated like text values with no specific structure. In most cases, the end users themselves need to define the parser using regular expressions which requires extensive knowledge of logs and is a time-consuming task [15].

2.5 Concluding Remarks

As a very rich source of information for log analysis and intrusion detection and prevention systems, host-based logs have the potential to be used to hunt
threat and malicious activities on different machines in an enterprise. Most of existing log-based anomaly detection systems are generally built towards firewall and network logs to perform the analysis and prevent threats. On the other hand, host-based logs are proven to have rich enough information to be used as the sole source of information for anomaly detection. A large number of existing studies in this domain are also more reliant on network logs than host-based logs. This makes available tools and resources to fully take advantage of host-based logs to be limited and lacking. Also, in some areas like log volume reduction, there is so much left to be done. We are motivated to address these shortcomings by utilizing host-based logs to their full potential.
Chapter 3

Endpoint Logging for Anomaly Detection

In this chapter, we discuss our motivation for log-based security solutions and the challenges of endpoint logging for anomaly detection systems in general. We also overview the most common solutions to log-based anomaly detection. Furthermore, we introduce Sysmon, a Windows-based log generation tool introduced by Microsoft and discuss its abilities for customized log generation in a Windows environment.

3.1 Motivation and Challenges

Although significant progress has been made in the area, several challenges make the detection and response process more difficult, and some of them
are still fully open. As an example, built-in Windows logging and auditing tools, while useful, are for the most part not informative enough to address these security issues. First off, the information provided by these tools is limited especially for sensitive files like DLLs and for some critical events such as process creation. Moreover, network logging in Windows is too limited, messy, and often obscure. These limitations make it hard to track and capture the attackers behavior [41]. Therefore, several other complementary tools have been developed to address these issues. The following are some of the challenges we face in log analysis-based security solutions.

• **Data Sources:** The first challenge is sources of the logs, which is the process of choosing the right logging tool to capture events. Logging tools have their advantages and disadvantages regarding accuracy, dependability, configurability, and performance impact. The tools of choice must meet some minimum requirements to be useful. The importance of having the right data to analyze and get the correct result is undeniable. Having several different tools and software and hundreds of ways of configuration and deployment make this process time consuming and difficult.

• **Data Generation:** Logging processes and producing security logs need extensive management and effort. Data must be accurate, comprehensive, and dependable. It also must give a good enough representation of what is happening in the system. We need to make sure the
data is first large enough, and second, cover different types of activities so that we can make sure we will have a complete package of raw log data to analyze on. The essential data properties include size, content, realism, and accuracy.

- **Data Preprocessing:** Security-relevant logs in a large enterprise can grow by terabytes per day. Handling, cleaning, and processing this massive volume of security log files remains one of the main challenges. Moreover, parsing this data adds another problem. While there are tools that can help with this part, depending on the type of logs, it could be challenging to find the right parser. In some cases, a parser is not provided so we will have to implement our parser to be able to extract meaningful data and features out of the raw logs.

**Analysis Process:** The last challenge is providing actionable insights from mining large quantities of security log data and finding anomalous behaviors from it. Statistical techniques could be helpful, but they do not explain what we can do about the malicious pattern that is found and where to go from there. Also, a subjective interpretation of the analysis results, as well as metrics to validate the informativeness of the results, could become complicated.
3.2 Security Log Analysis

Security Information and Event Management agents are one of the most common destinations of any logs including Sysmon logs. They provide insights from the logs and analyze them in real-time. The main idea of having a SIEM is to aggregate similar logs and events from various sources and combine and manage all of them together to extract meaningful insights and detect possible deviations. SIEMs are also used as the security control center and for monitoring and can usually be configured to generate an alert when something suspicious happens. There exist a lot of similar software applications for log analysis but SIEMs are usually the first choice of enterprises for this type of security solution.

The process of collection, archival, analysis and correlation of the log data is used to producing reports using all information gathered from various sources. This is what deploying a Security Information and Event Management (SIEM) software in an organization is intended for. The intersection of the Security Event Management (SEM) and Security Information Management (SIM) technologies is called Security Information and Event Management (SIEM) [5].

3.3 Popular SIEMs

While there are many different SIEM and related software as well as thousands of plugins, a few of them stand out as more sophisticated popular
Figure 3.1: The relation between Security Information Management (SIM) and Security Event Management (SEM) [5]
tools commonly used by enterprises. Here is a brief overview of 3 of the more commonly used SIEMs.

### 3.3.1 Elastic Stack

The Elastic Stack is a set of open-sources software and tools for data analysis. ELK (Elasticsearch, Logstash, Kibana) can gather logs from different distributed sources.

It can index and store events to help the user query and visualize the logs. The architecture of the ELK Stack is depicted in Figure 3.2.

![Elastic Stack Architecture](image)

As an open-source data processing pipeline, Logstash is a server-side tool that can gather data from several sources simultaneously. The data are then transformed and sent to the analysis module. In this case, the analyzer is Elasticsearch, which is a search engine that provides meaningful information and queries from the input data that can be used to detect threats and generate alerts. The third tool in this stack is called Kibana. Kibana is
the visualization engine in the ELK Stack. It can help visualize and prepare Elasticsearch data for analysis. Figure 3.3 shows a Kibana environment where an analyst can interact with the tools and data.

![Kibana Environment](image)

**Figure 3.3**: A Kibana environment, the visualization engine implemented to visualize Elasticsearch data.

### 3.3.2 Splunk

Splunk is a software platform that can search, analyze, and visualize various types of logs and other machine-generated data. Splunk supports several different sources of input data streams and can provide analytical insights from them. Splunk’s add-on for Microsoft Sysmon helps import Sysmon data and extract relevant fields from the logs, which makes it a common destination for Sysmon logs for the analysis and threat detection.
Some of Splunk’s features are as follows [2]:

- Gathering all the logs in one place. This makes the search, aggregation, and correlation process easier.

- On top of what Sysmon has to offer in terms of customizability, using Splunk, an administrator can further filter events that are unnecessary including the ones of low value. It can also help reduce operational costs by reducing network communications.

- Collecting information from the host and also any logs that are not necessarily stored in the Windows Event Viewer.
3.3.3 QRadar

QRadar is a SIEM and a platform that provides an all-around overview of an organization’s security systems. It is used to monitor and detect security threats and suspicious behaviors and report them. QRadar normalizes all the incoming events from various log sources and based on the configuration and the pre-defined rules, correlates the data and makes them ready for analysis. QRadars Sysmon integration is a content extension that can help detect threats on Windows workstations using Sysmon endpoint logs.

The complicated process of choosing the right software aside, analysis and identification of malicious activities using SIEMs could become costly. They need much effort to implement, install, and properly configure. Also, the costs of running a SIEM could be high and based on the scale and the quantity of the data it is processing, it could easily become a reason for companies to ignore it as not cost-effective [23]. Even after proper configuration, using a SIEM to analyze logs is not a simple process. It normally requires prior knowledge as well as time and practice.

3.4 Windows Event Logs

Windows logs and records its events in the Windows Event Viewer. This is a built-in Windows application that records and manages logs and event information in Windows. The logs include system errors, logs of applications, system messages, warnings, and other system information. It is used to
troubleshoot and track activities of the applications and the overall state of the system.

![Event Viewer](image)

Figure 3.5: Event Viewer is an application and a component of Windows New Technology (NT) operating systems lineup.

While being useful in many ways, Windows’ built-in tool lacks many required features for security oriented log analysis. The captured information by default is limited for some critical events such as process creation, file creation, and file modification as well as DLL loading. On the other hand, the provided information regarding the network connections is too limited
and contains so much irrelevant information which is logged just because the application needs to log too much information to make sure the necessary events are logged. This is not ideal and makes the process of analysis troublesome. Lastly, it is not designed with only security in mind. The security logs are parts of it but not enough effort has been done in terms of security. In other words, it does not include the required tools and information to capture some of the most common attacks such as threat injection [34].

3.5 Sysmon

Sysmon is a sophisticated logging tool designed for Windows workstations by Microsoft. It is a device driver and is run as a Windows service that records system’s activities and events.

![Sysmon architecture][34]

The logs are stored in the Windows event log application. Logs generated by Sysmon, in general, contain more information and details than the ones
generated using built-in Windows audit logging system. Sysmon logs provide information about process creations, file access and modification, network access logs and several other types of events. Some of Sysmon’s capabilities are as follows: Logging the process creation with full command line level details, recording multiple hashes of process image files at the same time, process and session global IDs, logging driver loads and DLLs along with their hashes, recording file creation events with their accurate and real modification times and several other types of events.

Table 3.1: Sysmon Event IDs for each category

<table>
<thead>
<tr>
<th>Category</th>
<th>ID</th>
<th>Category</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sysmon Service Status Changed</td>
<td>0</td>
<td>Registry Object Create Delete</td>
<td>12</td>
</tr>
<tr>
<td>Process Create</td>
<td>1</td>
<td>Registry Value Create</td>
<td>13</td>
</tr>
<tr>
<td>File Creation Time Changed</td>
<td>2</td>
<td>Registry Object Rename</td>
<td>14</td>
</tr>
<tr>
<td>Network Connection</td>
<td>3</td>
<td>File Create Stream Hash</td>
<td>15</td>
</tr>
<tr>
<td>Sysmon Service State Change</td>
<td>4</td>
<td>Sysmon Configuration Changed</td>
<td>16</td>
</tr>
<tr>
<td>Process Terminated</td>
<td>5</td>
<td>Pipe Created</td>
<td>17</td>
</tr>
<tr>
<td>Driver Loaded</td>
<td>6</td>
<td>Pipe Connected</td>
<td>18</td>
</tr>
<tr>
<td>Image Loaded</td>
<td>7</td>
<td>WMI filter</td>
<td>19</td>
</tr>
<tr>
<td>Create Remote Thread</td>
<td>8</td>
<td>WMI consumer</td>
<td>20</td>
</tr>
<tr>
<td>Raw Access Read</td>
<td>9</td>
<td>WMIN consumer filter</td>
<td>21</td>
</tr>
<tr>
<td>Process Access</td>
<td>10</td>
<td>DNS query</td>
<td>22</td>
</tr>
<tr>
<td>File Create</td>
<td>11</td>
<td>Error</td>
<td>255</td>
</tr>
</tbody>
</table>
Table 3.1 is a complete list of events that Sysmon can record along with the mapping between each Sysmon category and its associated event ID. Since Sysmon is highly configurable, the administrator can specify what events are to be logged. This way, the user can not only reduce the number of logs generated but also can add or remove different types of logs based on their usefulness.

The following are different types of events generated by Sysmon [7].

- **Event ID 1: Process creation**: Provides extended information on the newly created processes. Context on the process execution as well as unique ID and information necessary to correlate the process across a domain are provided by the Command Line and Process GUID values respectively.

- **Event ID 2: A process changed a file creation time**: When a file creation time modification is performed by a process, this event can help to track and find out the real time that the process was created. Change in time creation of files can be used by attackers to create backdoors that look legitimate because they existed when the operating system was installed.

- **Event ID 3: Network connection**: A network connection is an event that records and logs TCP and UDP connections on the Windows machine. This event needs to be enabled and configured before it can log the connections.
• Event ID 4: **Sysmon service state changed**: Sysmon service state change shows whether Sysmon services are running or not (have started or stopped).

• Event ID 5: **Process terminated**: This event logs a report when a process terminates. UTC time, Process ID, and Process GUID are also logged in this event.

• Event ID 6: **Driver loaded**: When a driver is loading on the system, this event provides information about it. Hashes, as well as signature information, are also recorded by this event type. Using a signature one can find out whether the driver has been removed at a later time after loading or not.

• Event ID 7: **Image loaded**: This event records if a module is loaded in a process. It provides various information about the image as well as the process in which the module has been loaded. This information include hashes and signature information. This event log needs extensive configuration as it can generate a large number of logs if set to monitor all image load events.

• Event ID 8: **CreateRemoteThread**: The Create Remote Thread records the log when some process generates a thread in another process. Malwares that try to inject code in other processes are caught by this log. Source and target are specified and various information about the code running in the other process is recorded by the event.
• **Event ID 9: RawAccessRead:** The Raw Access Read event is to log and detect if a process is conducting reading operations. Some malware use this method to data exfiltrate locked files or the files with limited read access. Auditing tools are also detected by this event log. The event records both the source process and the target device.

• **Event ID 10: ProcessAccess:** Process Access event logs if a process has accessed another process. This is usually followed by a sequence of actions such as read and write operations and memory access. Hacking tools that rely on reading memory contents will be detected by Process Access event.

• **Event ID 11: FileCreate:** A File Create event records when a file is created. It also logs when a file is overwritten. Detection of the initial malware drop location is one useful application of this event.

• **Event ID 12: RegistryEvent (Object create and delete):** This event logs when a registry operation occurs. When a registry key and value is created or deleted, this event records it. It is useful to detect if a malware has changed or modified the registry.

Table 3.2: Mapping of Registry root key names to abbreviated versions used by Sysmon

<table>
<thead>
<tr>
<th>Key name</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>HKEY_LOCAL_MACHINE</td>
<td>HKLM</td>
</tr>
<tr>
<td>HKEY_USERS</td>
<td>HKU</td>
</tr>
<tr>
<td>HKEY_LOCAL_MACHINE\System\ControlSet00x</td>
<td>HKLM\System\CurrentControlSet</td>
</tr>
<tr>
<td>HKEY_LOCAL_MACHINE\Classes</td>
<td>HKCR</td>
</tr>
</tbody>
</table>
• **Event ID 13: RegistryEvent (Value Set):** This event type tracks and records modifications in Registry values. Any value written for DWORD and QWORD value types will be recorded by this event.

• **Event ID 14: RegistryEvent (Key and Value Rename)** This event type tracks and records modifications in Registry values or names. Any new key name or value will be recorded by this event.

• **Event ID 15: FileCreateStreamHash** When a named file stream is created, this event type records and logs the hashes of the contents of the file stream.

• **Event ID 16: Sysmon Configuration Changed** This records if Sysmon configuration file has been changed.

• **Event ID 17: PipeEvent (Pipe Created)** This event logs of pipe with a name is created. Interprocess communication by malware is often associated with named pipes.

• **Event ID 18: PipeEvent (Pipe Connected)** When a named pipe connection is established between a server and a client, this event type logs it.

• **Event ID 19: WmiEvent (WmiEventFilter activity detected)** Filter name, WMI namespace, and filter expression of a newly registered WMI event filter are recorded by this event type.
• **Event ID 20:** **WmiEvent (WmiEventConsumer activity detected)** Name and log, as well as the destination of a consumer that binds to a filter, are logged by the event type.

• **Event ID 21:** **WmiEvent (WmiEventConsumerToFilter activity detected)** Name and filter path of a consumer that binds to a filter, are logged by the event type.

• **Event ID 22:** **DNSEvent (DNS query)** If a process executes a DNS query, regardless of the results being successful or not and regardless of it being cached or not, this event is recorded.

• **Event ID 255:** When an error occurs within Sysmon, this event is generated. It could be the result of a heavily loaded system or an internal Sysmon bug.

### 3.6 Concluding Remarks

In this chapter, we discussed log analysis in Windows environments, the motivation and challenges of log-based security solutions and also introduced some of the most commonly used log analysis software applications used by enterprises in large networks. This chapter introduced Sysmon, a Windows-based logging tool developed by Microsoft along with some of its capabilities. We discussed the reasons why Sysmon is a reliable replacement for the built-in Windows logging tool. However, as Sysmon is new and far from being widely
used, the resources available as to how to deploy it properly are limited. This is mainly due to the lack of support by analysis software and parsing tools. We will address some of these issues in the following chapters.
Chapter 4

Configuration and Dataset

4.1 Sysmon Configuration

The first contribution of this thesis is proposing a proper way to reduce the enormous volume of Windows generated log data while preserving the interesting information inside them. To monitor and trace the events using Sysmon, while not necessary, it is highly recommended to have a configuration based on the use case. The filtering abilities of Sysmon are a part of what makes it a more sophisticated tool than the built-in Windows tools for auditing.

Based on the configuration suggested by [36], we made a configuration file that carefully filters events that are probably not malicious or do not help with the security investigation process. Network traffic was also filtered as the main idea of the project was to focus on host-based logs. Furthermore,
the logs generated by the virtual environment (AWS and VirtualBox) were also filtered as they are not present in a real-world physical machine. It is worth noting that as suggested in the base configuration, some of the highly sensitive network logs were not filtered as they might be needed in the investigation process and for the future work. The details of the configuration file are discussed in Section 4.2. It is expected that any malicious activity and behavior would be detected at its early stages of running on the machine.

4.2 Configuration Review

Since the configuration file is so large and usually can be any size from several hundred to thousands of XML code lines, we briefly review some of the more important sections of it to get an idea of how our Sysmon configuration file works.

4.2.1 Process Access Exclusions

One important part of any Sysmon configuration file is Process Access rules. While most process access events are important, since some processes generate a large number of events and we are sure that they are part of the tools we are using, we can simply exclude them. This way, instead of including what needs to be logged, we can exclude things that we are actually sure that are not important or we have full control of. These can include software like Process Explorer which is a free tool that acts as a more sophisticated
task manager and system monitor tool in the Windows environment. This is used by us to monitor the processes that are being logged so we can exclude the logs that are generated by this process itself. Windows’ built-in task manager is also excluded for the same reason. One other example of what should be excluded could be the logs generated by virtual machine-related software and drivers. Since we are not running the test Windows clients on physical machines, we can simply exclude the logs generated by the virtual machine’s drivers.

```xml
<ProcessAccess onmatch="exclude">
    <SourceImage condition="contains">procexp64.exe</SourceImage>
    <SourceImage condition="is">C:\WINDOWS\System32\Taskmgr.exe</SourceImage>
    <SourceImage condition="is">C:\WINDOWS\System32\VBoxService.exe</SourceImage>
    <SourceImage condition="is">C:\Program Files (x86)\VMware\VMware Workstation\vmware-authd.exe</SourceImage>
</ProcessAccess>
```

Figure 4.1: An example of excluding some software and virtual machine related logs.

### 4.2.2 Process Access Inclusion

Process Inclusion rules are also an important part of a well written Sysmon configuration file. While we are able to include every process and exclude the ones that are not necessary, defining what exactly should be logged is a better way to keep track of what processes have been accessed by which user or other processes. It will also help keep the load that Sysmon puts on the system minimal; thus the resources are used more efficiently. Some processes
like LSASS are important for security analysis of the logs.

Enforcing security policies in Windows is done by LSASS whose tasks include verifying users that are logging on to the machine, handling and keeping track of password changes, creating access tokens, etc. LSASS is also responsible for writing Windows Security logs which is a part of Windows’ built-in logging and auditing tool. Since LSASS is an important process and the name lsass.exe is often used by various malware to bypass antivirus software and look legitimate, and also can be accessed by malware and other hacking tools to potentially steal passwords and sensitive data from memory, it is very important to monitor it.

Sysmon is also able to monitor inter-process access. Processes accessing other processes or memory are some examples of this type of access. Since it generates an enormous number of logs and puts a substantial load on the system resources, we do not include it in our general-purpose configuration.

```
<ProcessAccess onmatch="include">
    <TargetImage condition="is">C:\Windows\system32\lsass.exe</TargetImage>
    <TargetImage condition="is">C:\Windows\system32\winlogon.exe</TargetImage>
    <TargetImage condition="is">C:\Windows\system32\explorer.exe</TargetImage>
</ProcessAccess>
```

Figure 4.2: An example of including rules in the configuration file.
4.2.3 Network-related Events

While network logs are not a part of the data that are intended for this study, namely host-based log analysis in the Windows environment, this configuration logs some of the sensitive network activities, which might be necessary for malicious activity detection. Similarly to Process Access events, we can include and exclude what we do and what we do not need. In this configuration, as suggested in the base configuration, we include some critical network-connecting binaries and the suspicious sources that can be used by them. Similarly, we exclude some of the binaries that are safe to eliminate but generate noisy data like Spotify and Dropbox, both of which are constantly using network communication.

```xml
<NetworkConnect onmatch="exclude">
  <Image condition="match">Spotify.exe</Image> <!-- Spotify -->
  <Image condition="end with">AppData\Roaming\Dropbox\bin\Dropbox.exe</Image> <!-- Dropbox -->
  <Image condition="match">OneDrive.exe</Image> <!-- Microsoft:OneDrive -->
  <Image condition="end with">OneDriveStandaloneUpdater.exe</Image> <!-- Microsoft:OneDrive -->
  <Image condition="end with">AppData\Local\Microsoft\Teams\current\Teams.exe</Image>
  <!-- Microsoft: Teams -->
  <DestinationHostname condition="end with">microsoft.com</DestinationHostname>
  <!-- Microsoft:Update delivery -->
  <DestinationHostname condition="end with">microsoft.com.akadns.net</DestinationHostname>
  <!-- Microsoft:Update delivery -->
  <DestinationHostname condition="end with">microsoft.com.nsatic.net</DestinationHostname>
  <!-- Microsoft:Update delivery -->
</NetworkConnect>
```

Figure 4.3: An example of excluding network connection rules in the configuration file.
4.2.4 File Creation and Modification Events

To monitor what files are being created and/or modified on the system, we need to configure Sysmon for file creation and modification events. A File Create event is generated when a new file is created either by the user or by a process. Overwritten files are also considered to be newly created files, thus they are logged as well. Events of this kind are very important when tracing malicious activities. They are particularly useful to find out when and where malware is offloaded into the system and where it moves or is copied from. Also, some malware modify the file creation times in order to look like a legitimate file. An example of this can be changing the creation time of a file to an earlier time like when the operating system was first installed. This way, malware might be able to disguise itself from some time-dependent, signature-based malware detection techniques. Sysmon allows the user to monitor this type of change, which ultimately will help catch the malware easier. Like other event types, file creation and modification events should be logged carefully to prevent inefficient use of the system resources and also to prevent generating noisy and unnecessary logs.

In Figure 4.4, it is shown that some file-related activities by some processes can be safely ignored. For example, Windows update-related file operations are in this category.
4.3 Configuration Deployment

Configuration deployment is the next step towards setting up a Sysmon-based logging system. It is an important process which needs to be done simultaneously across all the machines in an enterprise network. When a new configuration is set, Sysmon automatically replaces it with the old configuration. From that point onwards, the logs are generated based on the most recent configuration, and the old one is deleted. Therefore, the administrators need to make sure that they take the changes into consideration while doing analysis on the data.

A Sysmon event ID 16 is generated when the configuration is updated. This way, the administrators can distinguish between the logs generated based on the old and new configurations. After deploying the configuration, the number of logs generated is hugely reduced. In some cases, the reduction can be close to 95% compared to when we use Sysmon to log every action that is
performed on the system. Also, compared to the built-in Windows logging system which stores the logs in different sections, when combined, the result is outstanding, and it is kept above 90% reduction in volume all the time. This is the first step of a two-step volume reduction process. The details of the second step are explained in Section 5.5.

4.4 Dataset Creation

4.4.1 Environment

Windows, as the most widely used desktop operating system, is one of the main targets of attackers [14]. Motivated by this and the fact that Sysmon is a tool written specifically for Windows, we decided to gather and analyze host-based logs, which are for the most part different for every operating system. To achieve this goal, we created five different datasets, three of which contain malicious activity and two of which are benign. For each dataset, either AWS or VirtualBox was used as a host to install the operating system. One of the two benign datasets was created using VirtualBox and the other one was an AWS based virtual machine. This ensured that we have a ground truth to know what normal activities in each environment would look like. In order to create the log data, we prepared a Windows environment that was as close to a real-world scenario as possible. Since one of the main targets of attackers is enterprise workstations, the test Windows environments were fully equipped with normal day-to-day office tools and applications like
Acrobat Reader, Microsoft Office, Slack, Google Chrome, Spotify etc. As for the version of Windows operating system, Windows 10 was used for 4 datasets and Windows 7 was used to create the last one.

4.4.2 Logging Process

The logging process for each dataset was slightly different in terms of system usage, applications, and the duration of running the operating system. However, all datasets were generated using similar behaviors and baselines. The final datasets have tens of thousands of events, each of which normally contains more than 20 lines of information.

The systems were run from a few days to a couple of weeks until the malware cause them to crash or they were stopped manually. The systems were constantly turned on and off daily, like they would be in normal use, and in some cases were kept on for several days. In the end, some reached more than 45,000 events and over a million lines of logs. Thanks to the configuration, we managed to shrink the log data to a relatively small set while keeping useful events. Some datasets are slightly smaller than others. More than 20 sets of data were generated in six months, five of which were chosen for the experiments. Datasets are not modified or anonymized.
4.4.3 Primary Datasets

To test the malware detection engine, we needed to run malware on some of the datasets. Some of the most well-known malware were chosen for the experiments. A ransomware, a Trojan and an adware were selected, which are explained as follows:

**WannaCry:** Ransomware is a computer malware that locks the user’s file data using encryption techniques and then holds the entire or some of the device data hostage until the user pays the ransom to the attacker. The attacker then might give the decryption key to the user so that they can recover the files. Ransomware is one the most common types of malware these days, and WannaCry attack was one of the most destructive ransomwares ever known [30].

**Kuaizip:** As an adware, Kuaizip is bundled with several free but potentially unwanted programs that are usually installed on users’ computers without them asking for it and, in some cases without users’ knowledge. However, while in most cases they can do what they were advertised for, they might also collect the victims’ online and offline activities and perform unwanted actions. Kuaizip is a free-to-download software that claims to be a highly effective file archiver application. This adware auto starts with Windows, tracks online activity, adds unknown background services, injects advertising banners on visited web pages, turns random web pages texts into malicious URLs and installs other unwanted programs. These are only some of the malicious activities of this adware.
Figure 4.5: The Sysmon log event in XML format related to Kuaizip adware
**CoinMiner:** With the recent rise in cryptocurrency prices, dozens of unwanted malicious software that mine cryptocurrencies have been developed by attackers. These programs, while in most cases they do not threaten the users and their data, are run on the victim’s machines and use their resources to mine cryptocurrencies for the attacker. CoinMiner, which is a Bitcoin miner Trojan was chosen for the experiments. This sophisticated malware hides and automatically terminates when the user tries to check the systems resources. It will appear neither in task manager nor any other user-accessible application. The Trojan then relaunches after the task manager is closed, which makes it hard to detect by the user.

The version of the Windows operating system, as well as other details of the primary datasets, are provided in Table 4.1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Environment</th>
<th>Operating System</th>
<th>No. of Events</th>
<th>No. of Lines</th>
<th>Days of Run</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoinMiner</td>
<td>Amazon Web Services</td>
<td>Windows 10</td>
<td>33793</td>
<td>777151</td>
<td>16</td>
</tr>
<tr>
<td>Kuaizip</td>
<td>Oracle VM VirtualBox</td>
<td>Windows 7</td>
<td>12728</td>
<td>292647</td>
<td>8</td>
</tr>
<tr>
<td>WannaCry</td>
<td>Oracle VM VirtualBox</td>
<td>Windows 10</td>
<td>45156</td>
<td>1038488</td>
<td>5</td>
</tr>
<tr>
<td>Benign</td>
<td>Amazon Web Services</td>
<td>Windows 10</td>
<td>34697</td>
<td>797345</td>
<td>17</td>
</tr>
<tr>
<td>Benign</td>
<td>Oracle VM VirtualBox</td>
<td>Windows 10</td>
<td>30024</td>
<td>690478</td>
<td>10</td>
</tr>
</tbody>
</table>
4.4.4 Secondary Datasets

Unlike the primary data, in this part, we create 10 different malware datasets with a different approach. Instead of trying to mimic a real user’s behavior, we only ran the malware for a short period of time on a clean installed Windows 10 with no third-party application installed except Sysmon and the pre-installed system applications.

The running time of all datasets was approximately the same. This ensured that the difference in the datasets is minimal besides the changes caused by the malware that is run on the system. Furthermore, even highly sensitive network logs were ignored, and the machine had no network connection. This helps to identify the nature of the malware before it is triggered by an external actor. Malware chosen for this part were selected based on the top 10 Windows malware in 2017/2018 reported by [4]. The table 4.2 represents the list of malware along with their share of Windows malware.

The primary goal of gathering this set of malware and creating this dataset was to understand the exact changes the malware makes to the operating system and also to find the exact differences between a clean installation of Windows 10 before and after infection by malware. This way, distinguishing the changes solely caused by malware is easier. The findings of this part were mostly used in the analysis, design, and implementation of the main anomaly detection engine.
Table 4.2: List of the top 10 Windows malware in 2017/2018 reported by [4] along with their share of Windows malware.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Malware</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ramnit</td>
<td>21.54%</td>
</tr>
<tr>
<td>2</td>
<td>Agent</td>
<td>13.78%</td>
</tr>
<tr>
<td>3</td>
<td>Virut</td>
<td>6.37%</td>
</tr>
<tr>
<td>4</td>
<td>Virlock</td>
<td>6.25%</td>
</tr>
<tr>
<td>5</td>
<td>Allaple</td>
<td>4.69%</td>
</tr>
<tr>
<td>6</td>
<td>VB</td>
<td>3.98%</td>
</tr>
<tr>
<td>7</td>
<td>Sivis</td>
<td>2.39%</td>
</tr>
<tr>
<td>8</td>
<td>Upatre</td>
<td>2.03%</td>
</tr>
<tr>
<td>9</td>
<td>Injector</td>
<td>2.00%</td>
</tr>
<tr>
<td>10</td>
<td>Kryptik</td>
<td>2.00%</td>
</tr>
</tbody>
</table>

Figure 4.6: A machine infected by Virlock ransomware used in the experiments.

Figure 4.6 shows a version of Virlock used in the experiments. The Windows’ screen will look like the picture after infection. Virlock is a sophisticated...
mainstream polymorphic ransomware that turns every infected file into a version of its own kind. Therefore, every infected file becomes a Virlock itself. Any infected file sent by the user or applications to others will result in the infection of the target machine [3].

4.5 Concluding Remarks

This chapter discussed the first step in the reduction of logs volume of our two-step volume reduction process. The configuration presented in this chapter helps to make our logging process more efficient. It makes the data smaller but at the same time more valuable. The chapter covers the details of our configuration with examples of how to add or remove rules for different parts and why each rule is used. We also discussed the logging process and environment setup for dataset creation.

Additionally, the chapter describes the details of our datasets including the five primary datasets as well as the 10 secondary ones along with the reason as to why and how each of them was created. The malware used to create the datasets were carefully chosen and described in the chapter.
Chapter 5

Implementation and Experiments

In this chapter, we introduce a new log-based anomaly detection framework. The framework is proposed to utilize host-based logs for anomaly detection in Windows environments. Moreover, we discuss the details of our Sysmon parser to parse Sysmon logs. We also give a detailed representation of various parts of our anomaly detection system, its architecture, implementation, and deployment along with the analysis process.
5.1 Proposed Framework for Log-based Anomaly Detection

Our proposed framework is designed to take advantage of host-based log data generated by Sysmon to track and hunt malicious activities performed in a Windows environment. The framework also helps accelerate the anomaly detection process for administrators and analysts by the amount of data they need to inspect in order to find potential deviations from the normal operation of a Windows machine.

There are three main steps to capture anomalies: Preparation, detection, and analysis. Our framework will address all three steps thoroughly to ensure the comprehensiveness of the framework. Figure 5.1 shows an overview of the framework.

![Diagram](image)

Figure 5.1: An overview of the proposed framework for anomaly detection.
• **Step 1 (Preparation):** The first step of our framework is to prepare the data for the anomaly detection system. In this step, we first prepare a Windows machine with some of the most commonly used application installed on it. This step ensures that we get as close to a real-world scenario as possible. We then perform the first data reduction step by configuring Sysmon to log the necessary data and filter out noisy and redundant events. Next up is data generation, where we generate the data by letting the System run from several hours to several days, depending on the dataset. Another data reduction step in then performed by using clustering techniques to detect outliers from the data. At the end, we collect, centralize, and pass the final data over to the anomaly detection system.

• **Step 2 (Detection):** In this step, we first analyze the data automatically using our VirusTotal malware detection system. This data along with what is left from the previous step is analyzed by a human analyst to find any potential remaining malicious activity. This step ensures that the analyst can analyze the important data in a reasonably short period of time to find anomalies. The analysis of anomalies is performed in the next step.

• **Step 3 (Analysis):** The last step of our framework is dedicated to the analysis of the results from the previous steps. In this step, we analyze the results using descriptive, visualization, and comparative analysis.
5.2 Parsing Sysmon Logs

One of the contributions of our work is to implement a flexible Sysmon parsing tool to manage, process, and extract features from the logs. This is, to the best of our knowledge, the first independent publicly available tool for parsing and processing Sysmon-generated log data. There is no publicly available configurable parser for Sysmon other than Microsoft’s own Log Parser 2.2, which is a general-purpose parsing tool for different types of text-based Windows logs and data. Since Log Parser is almost 14 years old and was not designed to support Sysmon logs, its output is not anything close to what it should be. Therefore, an independent parser was implemented to parse the logs.

The proposed parser is a highly configurable and powerful tool written in Python that collects, parses, and saves the output as a CSV file that is ready for analysis. It can parse more than 50,000 events in less than a fraction of a second. It is a very versatile and flexible tool that can be configured for different types of analysis.

There are many fields and features that the user can specify and select from to configure the parser for what they need. The features can be chosen from 'UTC Time and Date', 'Sequence Number', 'Event’s Rule', 'Executable file’s Hash (SHA-256 or MD5 or both)', 'File Version', 'Description', 'Product', 'Company', 'User', 'Current Directory', 'Process ID', 'Process GUID', 'Parent Process ID', 'Parent Process GUID', 'Logon ID', 'Logon GUID', 'Image',
'Parent Image', 'Terminal Session ID', 'Integrity Level', and 'Process Command Line', 'Parent Process Command Line'. Not all events have every field. Therefore, in some cases, the value of 'Null' is returned if they do not exist. Limiting the number of events, filtering the events by type or the code, and exporting the output in vertical or horizontal shapes are some of this parser's other abilities.
Figure 5.2: Raw log messages of a WannaCry-related event (top) and structured logs after parsing (bottom). Events are stored sequentially without any particular separator. The separation of the events is done by the parser. The fields are randomly selected, but in various analysis scenarios fields can be chosen based on the application.

<table>
<thead>
<tr>
<th>Event ID</th>
<th>Process Create</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Type</td>
<td>Process Create</td>
</tr>
<tr>
<td>Time</td>
<td>19:15:04.632</td>
</tr>
<tr>
<td>Date</td>
<td>2018-08-23</td>
</tr>
<tr>
<td>MD5 Hash</td>
<td>7BF2B57F2A205768755C07F238FB32CC</td>
</tr>
<tr>
<td>Process GUID</td>
<td>5C081F1E-0788-5B7F-0000-0010F3AE2103</td>
</tr>
<tr>
<td>Parent Process GUID</td>
<td>5C081F1E-F79F-5B7E-0000-00103CE88A02</td>
</tr>
<tr>
<td>Logon ID</td>
<td>0x61395</td>
</tr>
<tr>
<td>Logon GUID</td>
<td>5C081F1E-BD70-5B7D-0000-002095130600</td>
</tr>
<tr>
<td>Image</td>
<td>C:\Users\SysmonTestPC\Downloads@<a href="mailto:WanaDecryptor@.exe">WanaDecryptor@.exe</a></td>
</tr>
<tr>
<td>Command Line</td>
<td>@<a href="mailto:WanaDecryptor@.exe">WanaDecryptor@.exe</a></td>
</tr>
<tr>
<td>Integrity Level</td>
<td>Medium</td>
</tr>
<tr>
<td>Parent Process ID</td>
<td>9100</td>
</tr>
<tr>
<td>Parent Image</td>
<td>C:\Users\SysmonTestPC\Downloads\WannaCry.EXE</td>
</tr>
<tr>
<td>Parent Command Line</td>
<td>C:\Users\SysmonTestPC\Downloads\WannaCry.EXE</td>
</tr>
</tbody>
</table>
5.3 Proposed Approach

The last contribution of this thesis is a new anomaly detection system. While there are different anomaly detection software and tools available, many of them are too complicated to use and require many different sources of data to detect malicious activities. In this study, the focus has been strictly on host-based Windows logs without taking advantage of information in the network and firewall logs.

Our anomaly detection system is designed to capture different types of threats in a Windows environment using host-based logs. The architecture of the system is shown in Figure 5.3. The results show that many types of malicious activities are easily detectable solely using host-based logs generated by the system. This is interesting in several ways. One is that it reveals the potential of the host-based logs and the amount of information that can be extracted from them without relying on network and firewall logs. Another reason is that it provides useful information that traps many malicious activities before they destroy or cause damage to the files. And finally, the comprehensibility of the output will help the analyst detect and analyze malicious events that have happened before, which is very difficult when doing so on raw log messages.
5.4 System Architecture

The system includes several components that can cooperate to detect malware or malicious activities. The output of the system is the security analysis of the workstation logs. First off, activities of different users are distinguishable based on the logon ID, so any action performed by a user will be logged with their own identity. This way, if malicious activity is performed on a multi-user workstation, the user responsible for that action can easily be identified. Furthermore, the logs produced by the Windows machines are gathered and stored in three different formats: EVTX, XML, and CSV. This adds more flexibility if the logs are taken to other tools and software for further investigation.

In this work, only the CSV files are used. The XML and EVTX versions are stored but are not used. Next, the logs are passed to the Parsing and Feature Extraction Engine to extract useful features for analysis. The extracted information is then stored in the database to prevent reprocessing in the future. Ultimately, the features are passed to the Outlier Detection Engine, the VirusTotal Analyzer, and the Human Analyst respectively to extract knowledge and interesting activities from them.

5.5 The Analysis Process

In this section, the analysis steps are briefly introduced and explained. When logs from a properly configured workstation are exported, they are sent to
the parser for the parsing process. Based on its configuration, the parser generates the output as a CSV file. The following is a description of how the output file is thoroughly analyzed in three steps.

**Step 1: Outlier Detection Process:** Due to VirusTotals free API limitations, and also to further ease processing the events, we decided to perform the second step of volume reduction. Therefore, the events that are more likely to be interesting are identified. To achieve this, seven attributes, namely ‘Time’, ‘Date’, ‘Event Type’, ‘MD5 Hash’, ‘Process GUID’, ‘Parent Process GUID’, and ‘Logon GUID’, are selected. The attributes are selected on an experimental basis mostly based on their availability, correlation, and robustness. The outliers are detected using k-means algorithm implemented
by Weka [18], which is an open-source knowledge analysis and data mining software.

5.5.1 k-means Clustering Algorithm

k-means is a simple, unsupervised machine learning algorithm and is one of the most widely used algorithms in clustering analysis and data mining. The algorithm is used to partition a given set of observations into a predefined amount of $k$ clusters. As explained by [1, 26], the algorithm first creates a set of randomly generated $k$ center points $(\mu)$. After that, with each step of running the algorithm, any observation $x$ will be mapped to its closest center point (see 5.1). There can only be one observation assigned to a center point. So if there are multiple center points with the same distance to a specific observation, one will randomly be assigned to those observations.

$$S_i^{(t)} = \{ x_p : \| x_p - \mu_i^{(t)} \|^2 \leq \| x_p - \mu_j^{(t)} \|^2 \ \forall j, 1 \leq j \leq k \}$$ (5.1)

Thenceforth, the position of each center point will be recalculated according to the mean of each of the observations assigned to their corresponding center point.

$$\mu_i^{(t+1)} = \frac{1}{|S_i^{(t)}|} \sum_{x_j \in S_i^{(t)}} x_j$$ (5.2)
In general, in each iteration, the k-means algorithm optimizes the objective function 5.3. Since the number of feasible assignments is limited, and with each step the algorithm generates better clusters, it will always finish when trapped in a local minimum.

\[ J = \sum_{n=1}^{N} \sum_{k=1}^{K} r_{nk} ||x_n - \mu_k||^2 \]  

(5.3)

with \( r_{nk} = \begin{cases} 
1 & x_n \in S_k \\
0 & \text{otherwise} 
\end{cases} \)

Figure 5.4: Visualization of clusters found by k-means based on 'Rule' and 'Time' attributes.
Dividing the data into three clusters causes some highly noisy outliers to stand out. Based on our observations, we can simply ignore the larger cluster, which mostly contains highly repeated events that are the results of normal actions by the operating system and the user. The remaining is several hundreds of events that have been detected as outliers. These events are then sent to the VirusTotal Analyzer for analysis.

**Step 2: VirusTotal Analyzer:** VirusTotal has one of the largest malware databases in the world. It is also equipped with over 70 antivirus products and other malware scanning engines. One can submit several types of information online on the website to get the analysis results of the submitted file or data. It gives a thorough examination of the data to the user. The request can be a file, URL, IP address, domain, or a hash. Using the API, a user can automatically get the analysis result of the submitted data in their application.

The analyzer uses the Sysmon parser to extract MD5 hash of previously detected outliers and then stores them in a set container to prevent duplicates. The result set of hashes is then automatically sent to VirusTotal for analysis. Once ready, the results are sent back to the user as a JSON file for each hash. A simple parser was implemented to parse the output JSON results, capture the required information, and report them as the output. The outputs are then classified in the following four classes:

- **Benign:** This is the expected output for most of the hashes. A hash is considered clean when the output of VirusTotal indicates that zero
engines have detected the hash as malicious.

- **Malicious:** This happens if the VirusTotal’s output is a non-zero number, which is usually higher than 20. This means that, for example, more than 20 engines have confirmed that the hash belongs to a malicious file.

- **Suspicious:** In some rare cases, the output for some hashes is a small non-zero number, normally between 1 to 5. While most engines consider the file to be benign, it is flagged as a suspicious file that needs further investigation.

- **Unknown:** The last case is where the returned result of VirusTotal shows the executable file has not been uploaded and thus has not been analyzed by anyone yet. This type of output is unusual because many new or unknown malwares are in this category. Another possible scenario is that the file is benign but so new or so unknown that nobody has tried uploading it yet. Either way, this type of output should be treated very carefully since it can be dangerous. In the case of new malware, it will probably get caught by the analyst at its early stages of activities.

Figure 5.5 shows the analysis process using VirusTotals API as well as the thresholds used in the flagging process. When an event is flagged as unknown or suspicious by the VirusTotal analyzer, it is sent to a human analyst for further investigation.
Step 3: Analysis Most malicious activities and attackers' attempts are automatically traced and detected at the previous stages. However, there are some events that are considered suspicious or unknown which require more analysis. In this step, a human analyst analyzes suspicious activities. Hereupon, since the events are normally limited to a dozen, therefore, a human analyst can do the analysis easier, faster, and more accurately. Table 6.1 shows that on average, less than 0.01% of events need to be analyzed by the human analyst.

5.6 Concluding Remarks

In this chapter, we introduced a host-based anomaly detection framework that is capable of capturing malicious activities automatically. It also can help analysts to speed up the anomaly detection and analysis process. More-
over, we introduced our Sysmon parser, which is to the best of our knowledge, the only publicly available parser for Sysmon. We used our parser to parse and extract meaningful features from the logs and utilized them in our anomaly detection system. Moreover, we presented the details of our anomaly detection system including the system’s architecture and its analysis process. The details of our k-means outlier detection algorithm to perform the second step of the log volume of our reduction process are also explained. We proposed the VirusTotal analyzer, the automatic malware detection system as a part of our anomaly detection system. The analyzer is able to extract and look for details of every executable on the machine in real-time, and bring back the malware analysis results from the VirusTotal’s database. The events are flagged based on the returned results and are then sent to an analyst for further analysis.
Chapter 6

Results

We analyze and conclude our findings from three different perspectives. The first approach is to describe the results and perform analysis using descriptive analysis. The second approach is to visualize the clusters and outliers and observe the results visually to perform analysis. The last perspective is comparative analysis where we compare our anomaly detection system against state-of-the-art security information and event management software.

6.1 Descriptive Analysis

Out of the five primary datasets, three were infected, and two were benign. In the first case, the dataset was infected by a Trojan called CoinMiner. The second one was infected by WannaCry and the last one by an adware called Kuaizip. In all the three malware datasets, the malicious files were all...
Table 6.1: Analysis results of main datasets (number of events per category).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total</th>
<th>Analyzed</th>
<th>Malicious</th>
<th>Suspicious</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoinMiner</td>
<td>33793</td>
<td>86</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Kuaizip</td>
<td>12728</td>
<td>117</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>WannaCry</td>
<td>45156</td>
<td>107</td>
<td>6</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Benign AWS</td>
<td>34697</td>
<td>69</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Benign VBox</td>
<td>30024</td>
<td>124</td>
<td>0</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>

detected at the VirusTotal stage less than five seconds after analysis started. The results as shown in Table 6.1, demonstrate that in two cases, malware was detected in one or more file creation processes before they ran. This shows that an effective logging procedure for file creation and file modification processes can help easily detect known malware instantly right after they are downloaded and before they are even run on the system. In all three cases, there is a significant time gap between the malware download time and the time when the infected file was run on the system, which can help the analyst to take necessary actions before the malware causes damage to the system. However, even if they are not detected at the download stage, all of them are detected as soon as their executables run on the system. This especially helps with malware like CoinMiner, as they are completely hidden while running. In the two benign cases, 17 suspicious and unknown files turned out to be either false positives triggered by some antivirus engines or some other benign software such as new device drivers.
Table 6.1 shows the massive reduction in volume while preserving the important events. In all cases, every component of the malware was detected. The CoinMiner malware was a single executable, which was successfully detected while running. In the WannaCry and Kuaizip cases, malware and all its components, including the ones that were installed later by the malware, were successfully detected both at download and running stages.

Figure 6.1: Ratio of the number of total and analyzed events

Another important point to derive from the results is that despite the noticeable difference in the size of the datasets, the number of remaining events
is relatively similar and close to each other. This shows that the detection engine selects certain events that are known to be more important, and the number of these events normally remains consistent in different datasets. Figure 6.1 shows the number of raw events divided by 100 compared to the ones that are picked for analysis by the anomaly detection engine. Looking closer, we can see that despite the remarkable difference between Kuaizip and WannaCry raw events, the number of final events is close and even slightly higher for Kuaizip. The average number of selected events is around 100, which is a reasonably small number for a human analyst to perform the necessary and immediate investigation on the data to find the potential threats.

In terms of speed and efficiency, there are three main stages that should be considered to evaluate the performance of the proposed method. The first stage is the preprocessing and parsing of the logs. Even the largest datasets were run in a fraction of a second. Despite being so fast, since the parser is written in Python, the performance can even further improve if implemented in some other languages such as C or C++.

The second stage is analysis by the VirusTotal analyzer. This is the bottleneck of the system and is limited by the limitations of the free API. However, when the premium and unlimited API is used, and since the number of analyzed events is so limited, it can be done very quickly and even in real-time. The last part is the clustering part which again, runs in under a second. Overall, due to heavy preprocessing on the data, the performance is fast mostly because the remaining data is always much smaller in size. Moreover,
with minor optimization and improvements, the system can run in real-time on very large scales.

The secondary set of data were mostly intended to be used for the implementation of the actual anomaly detection engine and also for differential analysis of the logs. This makes distinguishing the malware logs from the malicious logs much easier by comparing different datasets to each other and to a baseline. Consequently, we compared the data to a benign baseline, separated new logs from the remaining logs, and flagged them as malicious activity.

Table 6.2: Analysis results of secondary datasets (number of events per category).

<table>
<thead>
<tr>
<th>Malware</th>
<th>Total Events</th>
<th>Unique Executables</th>
<th>Malicious Detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (benign)</td>
<td>826</td>
<td>38</td>
<td>0</td>
</tr>
<tr>
<td>Ramnit</td>
<td>12728</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>Agent</td>
<td>1501</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>Virut</td>
<td>1066</td>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td>Virlock</td>
<td>2771</td>
<td>52</td>
<td>3</td>
</tr>
<tr>
<td>Allaple</td>
<td>1483</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>VB</td>
<td>1249</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>Sivis</td>
<td>1463</td>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td>Upatre</td>
<td>1106</td>
<td>47</td>
<td>0</td>
</tr>
<tr>
<td>Injector</td>
<td>1648</td>
<td>47</td>
<td>1</td>
</tr>
<tr>
<td>Kryptik</td>
<td>1157</td>
<td>45</td>
<td>0</td>
</tr>
</tbody>
</table>
The results are shown in Table 6.2. In most cases, the malware-related logs are perfectly separated. However, some malware, like the HTML-based variant of Ramnit, which is used to create one of the datasets, mostly depend on Windows services. Therefore, since the suggested configuration does not monitor all services’ activities, Ramnit bypasses the logging process and it is thus never detected by the system before it is completely activated. Nonetheless, in a more realistic environment, it will be detected before causing harm to any component of the system, merely because all executable, important services such as Local Security Authority Subsystem Service (LSASS) and file modifications are monitored.

Even though the substantial differences in number of events is the result of activities by the specific malware run on the machine, in half of the datasets, the malware remains completely undetected by the VirusTotal analyzer. This further proves that signature-based malware detection methods are limited when it comes to detection capabilities. Furthermore, since the volume of the data is low, and the malware was only run for a certain and limited amount of time, there is not enough data to properly feed and train the main anomaly detection algorithm.

6.2 Visualization Analysis

Visualization is one of the easiest ways to find and analyze outliers in anomaly detection. Once the clusters are found by the algorithm, the analyst can find
the potential anomalies by using visualization techniques. Apart from the outlier detection process used in the anomaly detection system, we have also performed the k-means clustering algorithm on some of our datasets, such as Wannacry. In this example, there are three main clusters found by the algorithm which are visualized in three different colors: orange, blue, and dark green. In Figure 6.2, the clusters are created based on the attributes 'Rule' and 'Time & Date'. These two attributes mainly represent the type of logs generated at any given time.

![Figure 6.2: Visualization of clusters found by k-means based on 'Rule' and 'Time & Date' attributes in Wannacry dataset.](image)

Based on our observations, the cluster showing normal activity is mostly shown in blue, which includes the events that are consistently generated
over time with no major changes. While this represents normal data, the other two smaller clusters stand out as outliers. Our findings show that the distribution of the green cluster is due to changes in the registry and drivers of Windows with the larger part being during a Windows update. As this is not something that happens on a regular basis, it does look like an outlier. The third cluster is displayed in orange. Despite existing many 'File Create' and 'Process Create' events throughout the whole dataset, at some point in time, the number of events grows at a much higher pace. This process starts when the machine is infected by the malware. The denser orange cluster is an indicator of the high number of 'File Create' events over a short period of time. The more sparse orange part is the executables run by Wannacry to run the encryption algorithm. This results in a high number of 'Process Create' events being generated.

Using a different form of analysis, we cluster the logs based on 'Rule' and 'MD5 Hash'. The reason for this choice of attributes is that the 'Rule' attribute plays a more important role than any other attribute that we can derive from the logs. Also, 'MD5 Hash' is a unique value for each unique file and executable. In our experiments, these two important attributes can help find better clusters than most other combinations. Figure 6.3 shows the three clusters found by the algorithm. This time, the algorithm particularly shows the distribution of unique files and executables with respect to their corresponding event rule. This means that, for instance, we have a better idea of where there is an unusual number of unique files and executables.
with the same type of rule. This can help identify most malware that are
dependent on generating or manipulating a large number of files.

Figure 6.3: Visualization of clusters found by k-means based on 'Rule' and
'MD5 Hash' attributes in Wannacry dataset.

6.3 Comparative Analysis

Sysmon is a relatively new tool and is fully dependent on its configuration.
There are a few works and datasets available to which we can compare our
method. The nature of the tool means it can be configured differently in
various environments. Based on the application, the output log can vary
greatly, which makes it difficult to compare different datasets to each other.
As for general log analysis systems, not many works strictly focus on host-based logs and even then, they use vastly different sources of logs and data to do the analysis. Therefore, having a useful comparative analysis in this new domain is still impractical.

Considering that there are not many options with which to compare our experiments, we decided to use one of the best and most commonly used security information and event management software (SIEM) applications to compare our findings against what the log analysis software has to offer.

In order to get the most accurate results, we compare our baseline benign data from the secondary dataset to the one infected by Virlock ransomware. This is to make sure that both datasets have been generated in a completely equal situation for the same period of time with the only difference between them being the one single infected file run on one of the machines.

The first and most basic observation of data can be seen in Figures 6.4 and 6.5, where the number of events over the same period of time is substantially higher in the infected dataset than the one with no malware on it. This is mostly caused by the number of excessive executables run on the system. It is also caused by file operations mainly the encrypted files created by the ransomware and the original files that have been deleted afterward.
Figure 6.4: 'Search & Reporting' by Splunk on the benign dataset.
Figure 6.5: ‘Search & Reporting’ by Splunk on the dataset infected by Virlock ransomware.

The second experiment is to determine if Splunk can find any interesting patterns that can distinguish the normal dataset from the one infected by the ransomware. As shown in Figures 6.6 and 6.7, we are looking at the top five most interesting patterns detected by Splunk in our benign dataset. In a normal Windows environment, events of ‘Process Access’ type are the most frequent ones. The two largest clusters include more than 80% of all
the events. While the clusters can have overlapping partitions, based on Splunk’s analysis, 80.48% (66.3% + 14.18% found in two separate clusters) of all events are in ‘Process Access’ related clusters. This implicates that the overall behavior of the machine, based on statistic analysis, is normal.

On the other hand, 35.35% (29.27% + 6.08% found in two separate clusters) of all the events on the infected machine are found to be in ‘Process Access’ related clusters. While this is a different statistic from the exact number of ‘Process Access’ events, it gives us an insight of differences between the baseline logs and the logs from the infected machine. Table 6.3 shows the details of the clusters found by Splunk in each dataset.

Table 6.3: Distribution of clusters’ types found in the two datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Process Access Clusters</th>
<th>Process Create Clusters</th>
<th>File Create Clusters</th>
<th>Registry Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>80.48% (66.3 + 14.18)</td>
<td>13.33%</td>
<td>3.15%</td>
<td>4.48</td>
</tr>
<tr>
<td>Virlock</td>
<td>35.35% (29.27 + 6.08)</td>
<td>32.96% (27.31 + 5.65)</td>
<td>0%</td>
<td>9.98% (7.87 + 2.11)</td>
</tr>
</tbody>
</table>

Moreover, the number of ‘Process Create’ related clusters are also substantially different (32.96% vs 13.33%). As there should not be a large number of newly created processes on a normal machine, the difference can give the analyst some clues as to whether or not something suspicious is happening on the machine.

One other rather interesting finding is that Splunk finds no clusters around ‘File Create’ event type which was previously found by our k-means clustering. In addition to that, some of the clusters found by Splunk are basically
the number of events in that specific task category. Two examples of this include 'Process Create' and 'File Create' events and clusters in the benign dataset which are exactly the same size. This shows that it is very difficult to have a general-purpose log clustering module that works perfectly fine with various types of log data. It also further proves that analysts need to rely on different types of analysis to fully capture malicious activities.

Figure 6.6: Interesting patterns found by Splunk in the benign dataset.
Figure 6.7: Interesting patterns found by Splunk in the logs collected from the machine infected by Virlock ransomware.

Another statistical-driven information is the percentage of each task category. In a normal environment, based on our specific configuration, most events should be of the ‘Process Access’ category. This is indeed the case for our baseline clean logs, 75.636% of which are of this specific category. On the other hand, not only the infected data includes substantially less ‘Process Access’ events, but also it is not even the largest task category. Interestingly
enough, 'Process Create' events secure the top spot for themselves. This only means that at this period of time the machine was actually acting suspiciously unless some unlikely activity, such as simultaneously reinstalling several programs, was performed on it. Table 6.4 shows the percentage of events in the top three task categories for both datasets.

Table 6.4: Distribution of logs volume in the top three largest task categories.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Events</th>
<th>Process Access</th>
<th>Process Create</th>
<th>File Create</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>825</td>
<td>75.636%</td>
<td>13.333%</td>
<td>3.152%</td>
</tr>
<tr>
<td>Virlock</td>
<td>2770</td>
<td>22.78%</td>
<td>39.531%</td>
<td>20.18%</td>
</tr>
</tbody>
</table>

Additionally, as shown in Figure 6.9, 'File Create' events include a shocking 20.18% of all the events. This strange activity further proves that some kind of malicious activity has been performed on the machine. In this case, the ransomware has been busy creating encrypted files on the victim’s machine, which is why more than 20% of task categories are of this kind.
Figure 6.8: Splunk’s report on the top 10 values found in the logs in the benign dataset.
6.4 Concluding Remarks

In this chapter, we evaluated our findings from the previous detection stages using descriptive analysis. We also performed two additional types of analysis to ensure that we thoroughly analyze the results from different aspects. Our descriptive analysis results show the effectiveness of our anomaly detec-
tion system. We found and captured every malicious activity performed on our primary datasets. It is found that in a real-world scenario, after a certain period of time, every known malware would be detected normally before its activation. Also, unknown malware and activities are carefully selected for further investigation. Our secondary datasets show that not all malware are detectable using signature-based malware detection methods. Therefore, having an all-inclusive anomaly detection system is essential.

Moreover, we further analyze the results by performing two more different types of analysis, namely visualization analysis, and comparative analysis. As a quick way to analyze the outliers, we used visualization techniques to visualize the data and find interesting patterns inside them. The results show the effectiveness of visualization analysis for anomaly detection.

Lastly, we conclude our findings by comparing them to the anomalies found by Splunk, a very sophisticated log analysis and security information and event management software. We performed three different comparisons: Overview of Splunk’s ‘Search & Reporting’, clustering analysis, and task category comparison. As expected, Splunk was able to find and detect most anomalies on our select datasets. However, there is still no general way to analyze all types of log data. While being very useful, Splunk falls short to detect some specific activities that were previously detected by our anomaly detection system. Therefore, we believe that such software applications still heavily rely on developers and analysts to design and implement input-specific add-ons for them to be able to show their full potential.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

Host-based logs are a rich source of information that can help to detect intrusions and anomalies and to understand attackers' behavior and tools. These logs can be used to trace and hunt malicious activities as well as for forensics and incident response. The logs, however, can become so large that sometimes need several extensive preprocessing and size reduction steps before we can use them for analysis. The retention of useful information is one of the most important factors in the preprocessing stage.

Conclusively, we believe while log analysis software are very helpful in regards to manage and analyze the logs, having a tool that can safely shrink the data is very helpful for a security analyst to speed up the detection and response process. Also, no matter how powerful a software and tool is, if the data fed...
into it is not properly generated, its capabilities will be limited.

This thesis discussed the use of Windows-generated logs data, mainly Sysmon logs, to trace and hunt attackers on Windows hosts. It also covered how to prepare the data for investigation and incident response. A log-based anomaly detection approach was proposed, and the use of different tools and related essential software and solutions were presented.

We first discussed the motivations along with the reasons as to why host-based Sysmon logs are a rich source of information for anomaly detection in Windows environments. We then designed and implemented a comprehensive highly configurable Sysmon parser for parsing and extracting features from the logs. A hierarchical approach was proposed that considerably reduced the volume of Windows generated Sysmon logs. We proved that we can extensively shrink the log data while preserving actionable intelligence. We created 15 different Sysmon events datasets with no modification or anonymization to achieve the closest experiments to a real-world scenario. The next step was to design and implement an anomaly detection engine that could successfully detect attacks and malware on different datasets. A comprehensive descriptive, as well as inferential statistical analysis of the results, was presented followed by a comparative analysis of the proposed method against state-of-the-art SIEM software. The results showed the effectiveness of our approach for threat hunting in a Windows environment.
7.2 Future Work

Future trends include the online analysis of big log data, which will be helpful to profile and capture different behaviors on the host. It can also be used to detect anomalies and attackers and to improve the security of the system. As one of the most common destinations of machine-generated log data, creating add-ons for SIEMs for specific types of logs can help improve the detection and monitoring process. In future work, we can port our system to a modern SIEM through add-ons. The ability to control SIEM’s detection process brings such benefits as to use our extracted features and our parser to improve the software’s capabilities. This is a great way to contribute to these software applications and ultimately improve their abilities. Also, using additional SIEMs and log analysis software such as Logrhythm [6] can give us a better glimpse into the shortcomings of our work and the future directions of log analysis and such software applications.

Additionally, the possible privacy issues that come with the gathering of a large amount of log data from users’ workstations, and how to conform to the related laws like GDPR, can be discussed. Furthermore, the work presented here could be extended to other popular operating systems like GNU/Linux, Mac OS X, or even mobile operating systems like Android.
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Appendix A

Sysmon Installation Guide

After downloading the installation file from the Microsoft website [8], we need to first extract it.
The next step is to download and setup a configuration file. While this step is optional, it is strongly recommended to have a properly written configuration file based on your need. Put the configuration file in the same folder as `Sysmon.exe` file and Eula. After that, open a command prompt as administrator.
Navigate to the folder where the Sysmon installation file and the configuration are located.

```
C:\>cd Users/
C:\Users>cd Sysmon/
C:\Users\Sysmon>cd Desktop
C:\Users\Sysmon\Desktop>cd Sysmon
C:\Users\Sysmon\Desktop\Sysmon>dir
Volume in drive C has no label.
Volume Serial Number is D05E-EF09
Directory of C:\Users\Sysmon\Desktop\Sysmon
10/17/2019  02:03   PM    <DIR>           .
10/17/2019  02:03   PM    <DIR>           ..
10/17/2019  02:03   PM   96,708 config.xml
10/17/2019  02:03   PM    7,490 null.txt
10/17/2019  02:03   PM   3,622,264 Sysmon.exe
10/17/2019  02:03   PM   1,973,624 Sysmon64.exe
        4 file(s)     5,700,088 bytes
        2 dir(s)    24,197,341,184 bytes free
C:\Users\Sysmon\Desktop\Sysmon>
```
We can now start the installation process by executing the following command.

```
sysmon.exe -accepteula -i config.xml
```

Replace the name of the files with the appropriate names if necessary.
To update the configuration file, execute the following command followed by the configuration file name.

`sysmon.exe -c config.xml`
To uninstall Sysmon, you can use the following command.

```
sysmon.exe -u
```

There is no need to restart the machine. All the steps will take effect right after they are executed.
To view the logs, open Event Viewer and navigate to the following on Windows Vista and newer.

Applications and Services Logs/Microsoft/Windows/Sysmon/Operational
Vita
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