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ABSTRACT

This research sought to provide a morel@pth understanding of the
coordination of rhythmic actions resulting from seffjanizing behaviours through the
HakenKelso-Bunz model (HKB modeland howthe central nervous system aftettte
resulting behaviauof rhythmic tasksFourhypotheses testl theaspects of the HKB
model. The first addresses the differences between the dominant and nondominant
limbés ability to maintain a rhythm taskhe £condand thirdhypothese$ocused on
how thecontralateral Inb affected taslperformanceFourth couplings between limbs
and the metronomeereassessetb determine which one is dominamtventy
participants between the ages of3®(17 Righthanded, 3 Lefhanded) were asked to
completesix different rhythmic wist coordination tasks (4 singlenb and two double
limb), each increasing stepise in frequency with a metronome. Relative phase
variance was used to compaach task's performanaeith low variance indicating
increasegerformanceWe were unable tdiscriminate between the presence of either
one or two oscillators at the spinal level from the resiiltss isin partdue to a twe
oscillator being unable tescribe the results soleljyhis research implgthat the
differences between one and tasgeillators at the behaviour levatenot as evident as
initially hypothesized. Therefore, more sophisticated measurement techniques should be

implemented when analyzing thentral nervous system's oscillator layout
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Introduction

Thought and action are fundamental to human life. Without either, we would be
unable to function, adapt and survive as specidandamentatjuestion about
movement production is how coordination is derived from the interactions of the many
independent pés that comprise the system. This issue for motor control is known as the
degrees of freedom problem (Bernstein, 1967). This problem was posed to address the
issue of motor equivalence in which the same task can be accomplished by coordinating
different @mponents. Following Bernstein, a possible answer for the movement control
centres on how these many degrees of freedom might be managed through reduction,
thereby simplifying the aatrol problem's complexityin duatlimb or multi-limb
rhythmic actions,dr example, it is hypothesized that central pattern generators (CPGS)
at the spinal level assist in reducing the number of controlled degrees of freedom (Haken
et al. (1985), Berkowitz (2019), Guertin (2013), Arya and Pandain (2014)). In this view,
a singe CPG is responsible for the rhythmic outputs of a single limb. Duringlidual
rhythmic actionsthe spinal level interactions of two separate CP@se for each limb
T help producehe rhythmic outputs observed at the behavioural level. The same
account likewise extends to mudlitnb rhythmic actions requiring mutimb CPGs
(Berkowitz, 2019 Arya and Pandair2014). Specifically, CPGs are hypothesized to be
assemblies (networks) of neurons that underpin rhythmic motor tasks by reducing the
contol problem from a lower dimension of individual neurons to a higher one.
Therefore, CPGs are assentiahssumption for this research as they provide a possible

explanation for reducing the number of controlled degrees of freedom.



Another valuable todior understanding how movement can be controlled is
complex systems thearin the context of human movement, a complex syssem
system composed of few or many independent components whose interactions allow for
the emergence of selirganizing behaviars (Kelso, 1995). Thus, system control stems
from within the system itself instead of being prescribed outside by some external
control agent. For examples of complex systems demonstratirgrgatiizing
behaviourgesulting frominteractions among sysem's components s ee Hakenods
synergetics (1975, 1978). Akin with synergetics, coordination dynamics can describe
and explaircomplex changing systems' behaviduwsw the system trajectories change
in time regarding human rhythmic actions (Haken, Kelsd,Bunz, 1985; Kelso, 1995).
Several mathematical models have been proposed that descsbetymic actions'
behaviour most notably the Hakelkelso-Bunz (HKB) model, which describes the
systematic switching of rhythmic finger movements from lessetahinore stable
coordination states under certain system constraints (Haken et al., 1985). The HKB
model provides an approach to investigating and understandingn movement

control complexitiegor duat and multilimb rhythmic actions.

Understandingystem control using coordination dynamics theory has several
promising related applications tiee study of human movement. In particular, the

nervous system arndotor control.



Background and Significance

The purpose of this reseandhto investigatehe control of human rhythmic
motor tasks using coordination dynamics. This approach usestséetetd model
proposed by Treffner and Turvey (1995, 1996) with further expansion by Beek, Peper,
and Daffershofer (2000, 2002). This modelegxis the HKB model by including a
6neur al l evel 6 of coupling (i . enecessargse CPG
the interplay between components (CPGs) dictates what behaviours a system displays.
The difference between the HKB and the {ieved extension is what interactions are
being addressed; the HKB model focus is explaining the coordinative behaviour
occurring between the limbs (specifically the index fingers) while thetizved
extension builds upon it by focusing on the possibla#atteons between CPGs at the
spinal level that cause behaviour anomalies at the limb level. Having these additional
components increases behavioural flexibility and allows for additional system
behaviours to be explained using coordination dynamics th€dnye O neur al l eve
coupling accounts for the consistency issues of the extended HKB model (Beek et al.,
2002; Peper, Ridderikhoff, Daffertshofer, and Beek, 2004). Literature to date has
focusedmosty on the brain and still relies on the singikered exended HKB model
(Tognoli and Kelso, 2009, 2014a, b; Kelso, Dumas, and Tognoli, 2013; Fink, Kelso, and
Jirsa, 2009; Meyekindenberg, Ziemann, Hajak, Cohen, and Berman, 2002), a reliance

that leads to the second aspect of this research focus: movemembgization.



Past research focedon movement synchrony (Shirakawa, Honma, & Honma,
2001; Schneider, Askew, Abel, &. Strider 20B0|lok, Miller, Aschersleben, &
Schnitzler, 2005; Nobili, 2009) has understandably led to less focus on movement
asynchronyand metastability (see Tognoli & Kelso, 2014b, for further detail)
Moreover, data involving metastable characteristics of movement coordination has
mainly beeroverlooked as it was considered unimportMetastabilityencompasses
component interactions that are neither fully cooperative nor competitive. Thus,
research is limited in that it explains a fraction of what is occurring during movement
(Kelso, Dumas, & Tognoli, 2013; Bressler, & Kelso, 2016; Kelso & Tog2007). To
this end, the research herein will consider movement stability and instability together

and notmerdy through the lens of movement synchrony.

Conducting the Research and Boundaries

This research aisto investigatat the level of system behaviour how CPG
interactions may explain system behaviour. Noted previously, the presence of CPGs is
an assumption for this research regarding how the nervous system organizes, coordinates
and produces band multilimb rhythmicmovements. In keeping with coordination
dynamics theory, CPG=n simplifythe controlproblem by reducing the controlled
degrees of freedom. This research seeks to build on previous work by examining how
human rhythmic movement tasks' behavioural perfagealiffersunder different

system constraints through the lens of coordination dynamics.



Literature Review

Central Pattern Generator

Background

A central pattern generator (CPG) is a series of neural connections that produces a

patterned output withouesasory input (Berkowitz, 2019). This definition has changed

over the past century si nshiétediBomeroemddels( 1911)
in which reflexes were assumed to produce@itebrates' rhythmic actisn. Il n Browno
experiment, cats weile to rform treadmill locomotion while having both the spinal

cord and the afferent nerves from the hiimbs transected. As reflexes are a clesed

loop system, they require feedback to function; howeter; wouldnot produce

continuous actin with no sensory feedbackherefore, an opeloop systeni in this

casea CPGi would need to be present to create the movement. This is not to downplay

the importance of sensory feedback or descending neural drive, as it is required to

produce smoothnd accurate movemeiittis only to demonstrate that it is not

necessarily required toove

Brownds wor k | e dhow thythenic sutptitoareipnodueed withogta t
feedback and th€EPG hypothesis's eventual creatiomparticular, von Holts1937,

1973), Hughes and Wiersma (196&0d Wilson (1961) followed suit by demonstrating
that fish, crayfish and locus were able to generate movement without the presence of
sensory feedback. In combination, the CPG was hypothesized but was not restricted

its application to rhythmic movements. Recently, research has shown that CPGs may be
5



used in complex movement sequences that are learned; specifically, Brainard and Doupe
(2013) and Mooney (2009) have demonstrated that CPGs may be responsinigifigr

learned mating calls in some bird species.

As the CPG hypothesis relates to human movenwatfocus area will be discussed:

locomotion and the upper limb.

Locomotion/Lower Limb

Locomotion is a heavily researched topic in the field of CPG resgahtimans
(Berkowitz, 2019; MacKay.yons, 2002; Arya and Pandian, 2014; Kay, Saltzman, and
Kelso, 1991; Guertin, 2013; Golowasch, 2019; Russell.e2@10; Arshavsky,

Deliagina, and Orlovsky, 2016; and Meyns, Bruijn, and Duysens, 2013). A variety of
paticipants were used in these studies enasapg both abled bodied and those with
spinal cord injuries. Specifically, individuals with spinal cord injuries (SCltygreal

as the absence/limited (in the case of incomplete SCIs) presence of descending

information from higher brain centres.

The first work of interest is Bussel et al. (1988)ring which they analyzed the
development of rhythmic myoclonic movements of the trunk and legis STl
participant. Following a 15 months post of a spinal lesibC7,arhythmic extension of
the trunk and legs began to occur. Electromyography (EMG) found that all muscles

involved were moving isphase at a rate of 06 Hz. Moreover, extension movements



of the hips, knees, ankles, and toes would occur fondgteperiods at a rate of 0.6 Hz.
From their analysis, thdaythmic movement mechanisias attributed to a CPG after
ruling out the possibility of flexor reflex afferents (FRA). A subsequent foligvstudy
by RobyBrami and Bussel (1992) further strengthie findings by demonstrating that
if FRA werepart of the movement mechanism, it wostdl berelated to the spinal

CPG.

More recent research by Calancie (2006) further documsent@adividuals with
either complete or incomplete quadriplegia producing stepping like patterns and
rhythmic abdominal contractions. It was found that the movements were not attributed to
spinal reflexes and were induced only when the hips and knees wemndexkt For the
complete quadriplegia participants, actiwityoccurredn both legs (agonist and
antagonist muscles). The incomplete quadriplegia participants demonstrated activity
alternating between agonist and antagonist muscle groups within a linaltteméeting
across limbs. It was concluded that the characteristics of the muscle activity had

elements of a CPG for stepping tasks.

Upper Limb

Unlike its lower limb counterpart, research regarding solely upper limb CPGs is
sparse. However, tlresearh's central themis that they are not as well documented as

for locomotion. As the upper limb has evolved @fprm varioustasks, supraspinal



influences have played a large role in tapkcific control. Specifically, that descending
drive is proposeddthave more control over the CPGs of the upper,latibwing for a
more generouarray of tasks able to bepormed (Rossignol Dubuc, and Gassrd, 2006;

Zher and Duysens, 2004; Zher, 2004, Arshavsky, Deliagina, and Orlovsky, 2016).

As for upper limb CPGise in locomotion, the research base is more available. Dietz et
al. (2001, 2002) sought to study tiygper and lower limb's neural coordinatiduring

gait. They did so by driving a splitelt treadmill at varying speeds between the belts. In
particular the activity of the arms and legs were measured bilaterally. The EMG
responses wemaost significabduring gait, with small to almost no response in
restricted and standing/sitting. The results foustr@ngtaskrelated dependency on the
EMG responsesf the upper and lower limbk. was found that a bilateral arm response
wasrelated toa coupling between the limbs via CPGs. Zehr and Duysens (2004) and
Zehr (2004) further supported these results; specificallycuteneous and eflexes’
behaviourin the upper limb greatly depesidnthemovement's timinghe arm is
completing; this behaviour mirror that of the lower limb. Lastly, Meyns, Bruijn, and
Duysens (2013) summarized theewf upper limb movemeduring gait. From their
analysesthey conclueé threesignificantfindings. First, tle arms swing is crucial to
locomotion and is controlled by passive means, but the movement's staiBkty from
CPGs. Second, that arm swingaisignificantfactor in reducing energy expenditure

during gait. Findy, the arm swing could be of benefitgait rehabilitation.



The Haken-Kelso-Bunz Model

Haken et al. (1985) @rethe firstto proposeamodel that described the
coordination dynamics between two limbs (fingers): the HKB model. Two variables
were used to set the necessary foundation for the ntbdelystem's order and control
parameters Fr om Hakends syner gedaameteisthéneeasury ( 1 9°
of order between points over a phase transition; for example, the differethee in
relative phase between alternating tapping of the fingersighase) and tapping the
fingers together (#phase)ln this case, the relative pleguantifies the movement
relationship of two limbs (two fingers) in a bimanual (thanded) rhythmic task; while
both fingers are moving, their relative mo
Between these values, all possible movement relations aséf@ For rhythmic
movements, relative phase is the proposed order parameter as it describes the
cooperation among the components of the system (the tapping fingers); moreover, the
different coordination styles (iphase and anphase) remain constartrass different
motor tasks and effector pairings (Haken et al., 1985)hbse and anphase are also
easily defined among other joints:pase occurs when both joints achieve max flexion
and antiphase is when one joint reaches max flexion whileother reaches max

extension.

The contr ol parameter, also from Hakenbod
that causes the system to move from one state to another. An imperative characteristic of
the control parameter is that it only drives theeysto change and does not dictése

state. In finger tapping tasks, movement frequency is the proposed control parameter
9



based orKelso's observationd981a and, 1984). It was found that increasing movement
frequency would eventually lead to changesanrdination statespecifically,from
antiphase to irphase with increasing frequency, but not the inverse. The resulting
function that describes this behaviour is the HKB model:

% WZOE% cwz OE &% (Equation )
The relative phase, order parameter, is represented Wdgriablesa andb represent the

coupling coefficients between the two oscillators.

When HKB potential is plotted={gure 1), it producegwo cosine waves moving
at differentfrequencies that havelc al mi ni rpah aas e )N a rploaselt N2
One of the main features of this model is the relation between the coeffecemd®.
The coefficients represent dampening termsadfiatt the amplitude of movement as
the movement frequency increas&vhen the ratio d/a - represented bl - is greater
than 0.25the antiphase pattern is still observed, but wheathieves the critical value

(k= 0.25) the antiphase pattern destabilizes, and thphase pattern becomes the only

10



stable phase. lather wordsk decreases with increasing movement frequency.
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Figure 1 - HKB Potential. k indicates the ratio of the constants b/a. Minimums indicate a stable

phase relation and maximums indicate unstable phase relations.

WhenEquation 1 is plotted (Figure 2t demonstrates how the stable points

change ak is manipulated. Attractor points are represented by-aerssing with a

negative slope and repellers points by zenassings with positive slopes. Whien
reaches the crdal value k=0.25)t he attractor points at N’
with unstable phase relations; at this point, the phase relation is neither an attractor nor a

trajectories away

repeller point. Ak continues to decreask <€ 0.25), the phase relation becomes a
11

repell er and will O6pushé



its most basic form and ongonsidershe differences in coupling strengths between the
components (the variablkg. However, this model is not without its limitatgn

specifically, those that pertain to the characteristics of biological systems.

-2Pi -314Pi -Pi -Pif2 ] Fil2 Pi 314Pi 2Pi

Figure 2 - HKB Phase portrait (Equation 1). k indicates the ratio of the constants b/a. A zero
crossing with a negative slope indicates an attractpand zero-crossing with a positive slope

indicates a repeller.

One of the characteristics of biological systems is that paired oscillators
may have different eigenfrequencies. The eigenfrequency is influenced by the
oscill ator 6s u nwhighuray vary ig butl age ndt {inmtedndi c s

mechanical (muscle insertions, moment of inertia), neurological (limb dominance,
12



descending neural drive, feedback), and metabolic (muscle fibre distribution, blood

flow, buffering capacity) characteristics (lsel 1995). As these differences increase,
synchronization between components becomes
may begin to dominate a systemOés trajector
relations are favoured briefly but continwenhove through all possible relations. To
account for this new behaviour, Kel so, Del
of synchronization of finger tapping to a metronome that progressively increases in

frequency. It was found that participamteuld reach a movement speed where

synchronization with the metronome was lost and running solutions dominated. To
accommodate running solutiompy was i ntroduced into the HK
these differences in eigenfrequencies between pairedat@s|Equation 3 and Figure

3).

% W] WZi Q& %0?i "Q@%(Equation 3

13
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Figure 3 - HKB phase portrait with an additional constant for differing intrinsic frequencies

he differing

between component oscillators (Equation 3). we pr esent s t

Asgx | n c,allephaseadations’ relative stabilitgxcluding the running solution
decreaseantil they are destabilizedhis isevidentby fewer zerecrossings irfigure 3

with largergpr  ves.IWith the addition of the noise teritd(,) ( Sch ™ ner ,
Kelso, 1986)Equation 4is the currently accepted form of the HKB model as it is
generalizable to most biological systems (Tognoli and Kelso, Zigide 4. In

particular, this formuligon provided a basifor analyzingan essentiatharacteristic of

coordination: metastability.
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Sqri{QE)=0,w =0,k =025
= = *Sqri{QE)=1w=1,k=0
......... Sqri{QE)=1,w=1,k=0.25
———Cor{QE)= 1, w=1k=1

34Pi

2Pi

Figure 4 - Phase portrait of the HKB model with the addition of both thediffer ent intrinsic

frequencies constant

Coordination Dynamics

(py) and

noi

s e

ter ms

As Tognoli and Kelso (2014) descrihezbordination dynamics explaihe

(aQs)

temporal evolution of coordination and the system's emergent quatitiess this by

addressing the three characteristics of coordination: synchronization, segregation, and

metastability.
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Synchronization occurs when two components of a system share similar intrinsic
characteristics and behas#nilarly. However, because the coaments are continuously
exchanging information, they may become trapped in a trajectory and unable to produce
other coordinative behaviours. In other words, the components reach a state of stability
such that all other trajectories become repellers. Thpugenting undesirable
behaviours may sometimes be beneficial, it may also be detrimental to living systems
with limited resourcesrequiringtheflexibility of behaviour.Furthermorepreventing

component$rom participating in other trajectories limisystem behaviour

The segregation characteristics prevent information exchange and allow
components to work independently. Having components segregasskigtiafor
complex systems to operate; for example, it would be impossible to play multiple parts
to a piano piece i f a pianistés hands coul
their feet independelyt Indeed, it would be inefficient to have one component partake
in only one task as such redundancy would limit system behaviour; however,

segregation is stilessentiafor system flexibility.

Metastability has features similar to the previous two characteristics but is more
than a combination of them. Components experience metastability when their integration
and segregation tendencies alltyajectories to converge or diverge depending on task
constraints; metastabilityhereforeallows systems to operate in a variety of states
(phase relations). For a mathematical definition of metastability, it is a stable state that is

not the most stae state of a system; as such, a system that is in a metastable state can

16



be described as being Lyapunov stable as it will stay within a given bound about an
attractor but will not necessarily converge to it (Tognoli and Kelso, 2014). In general,
metastalhity assists in explaining how paired oscillators behave and adapt to changes in
task conditions (Bressler and Kelso, 2016; Shirak&emma, and Honma, 2001;

Jantzen, Steinberg, and Kelso, 2009; D&urahn and Buschges, 2011; Meyer

Lindenberg Ziemann Hajak, Cohen, and Berman, 2002, Chen et al., 2010). However,
the HKB model is limited by its inability to account for metastahilityis hindering its
analytic power. Fortunately, extensions to the HKB mgosleth as the Twaered

model| have been develeg to increase its robustness.

Two/Multi -tiered Model and Amplitude

Although the HKB model is currently being used for describing changes in
motor behaviour (Tognoli and Kelso, 2014), inconsistencies within the model still exist
(Peper & Beek, 1999). Thesssues were formalized by Peper, Beek, and Daffertshofer
(2000) and expanded upon by Beek, Peper, and Daffertshofer (2002), and Peper,
Ridderikhoff, Daffertshofer, and Beek (2004). The major shortcoming of the HKB
model (specifically the extensions prded by Kelso et al., 1990reffner and Turvey,
1995, 1996) is only a description of the underlying dynamics at play. In other words,
although the HKB model has been tested, it still reduces the control mechanism+or dual
limb rhythmic behaviour to a simglkset of coupled oscillatorBesidesit does not

account for a set of paired CPGs at the spinal level. Thus, another extension was
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proposed in the form of addkquatoobhand osci |l | a

Figure 5 (Treffner and Turvey 1995996):

W% W] DZOE T %oz DECHkhe W2 Q& Rz "Q¥%o(Equation §

(Metronome)

( External Stimulus

Effector Level

(Level of Observation)

Neural Level
(CPGs)

Figure 5 - Diagram of the proposed level of organization for this experiment. The twadevel model
with the middle | evel representing the édneural é co
bottom (black) representsthd i mb s 6 ef f e Arrows éepresenntipe inforenation

coupling between the components.
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The addition of two sinusoidal components allows for coupling asymmetries to exist
between the oscillators. The work by Beek et al. (2002) extrapolates why individual limb

movements cannot be modelled as siglel through four arguments.

The first of these arguments is that inconsistencies exist with the amplitude
frequency relationship. Specifically, the HKB model predicts that as movement speed
increasesthe amplitude of movement will decrease and lead to sgaiibrium phase
transition (Haken et al., 1985; Kelso, 1995). Although this was found to occur in the
original work, it was inconsistent in subsequent studies (Beek, Rikkert, and Van
Wieringen, 1996; Peper and Beek, 1999; Beek, Peper, and Dafferter2y,

However, one problem with this arguménthat when Beek et al. (2002) tested this
assumption, the movement speed may not have been fast enough to elicit instability and
amplitude changesf the external stimulus used was driven at a higher frezyyenore
instability may have been introduced into the systaossiblydecreasingamplitude.

However, these results reconfirm@dper and Beek's (1999) resudidysdemonstrating

inconsistencies with the HKB model.

The second argument made againstthgle level of the HKB model is that a
Aphdsepependent phase s hi-@iptwork hy Kay,Saltengad, andur i n g
Kelso (1991) Following a perturbation to the fingers in layrnsterns, an increase in
movement speed occurred to accommodate tharpatton during a rhythmic motor
task This change in speed was attributed to an increabems c i | | at ovias' O0sti

feedback to the CPGs. This increase in stiffness is attributadremsednuscular
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tension about the joinimiting the amounbf movement amplitude possible.
Furthermore, this finding indicates that additiooalipling levelsat the spinal level are

needed to explain the results.

The third argument against the single level of coupling was made in part by
confirming previous reglts theorizing how a twaiered system would behave (Wing
and Kristofferson, 1973; Daffertshoffer, 1998). In Beek and Peper (2002), participants
were asked to perform continuous wrist flexion and extensions in time with a
metronomeandfollowing a set nurber of toneshe metronome was removed
Participants were asked to maintain the set tempo. The results showed that as time
progressedparticipants corrected errors in movement following the removal of the
metronomemore specifically, a negative seriar@ation was foundwhich is
predictive of a twetiered system (Wing and Kristofferson, 1973). Moreover, their
results confirmed Daffertshofe(1998) findings that a single oscillataould be unable
to produce the same chaotic properties found in tlega when exposed to a single
noise sourceFrom both of these comparisons, it was concluded that a single level model
of coupling would be unable to satisfy both the stability and stochastic characteristics

displayed in their experiment.

The final argurent given by Beek and Peper (2002) is that a single level model
would be unable to describe the stochastic characteristics of oscillatory limb movements.
Though sounding similar to the third argument, this takes a different approach to

descrile a chaotic mture Specifically, the authors stated thatinga nonlinear time
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series analysiswhich would be ideal for analyzing such a systgmoves to be
unreliable due to the fAnonst a.tAlttwaghmot t y and
much detail wagiven, the authors attributed the variability in biological data sets to
low-dimensional chaotic motion caused by components containing three or more state
variablesnstead oftwo. In other words, becauseman movement is unable to be

accurately analyzedsing nonlinear timaeries analysis, it must contain components

with more than two state variables atiterefore moreorganization levelsThus,

further demonstrating support for the presence of multiple levels of organization

involved inrhythmic movement control.

From these argumendsd the qualitative analysis provided by Peper et al.
(2000), a twedevel, fouroscillator model is theorized (Beek et al. 2002) to better
account for the arguments noted previousiggre 5. The model sttes that the neural
components are bilaterally coupled with their effector components unilatenaly;
all ows for a flow of information between t
proposed to be a pair of CPGs located in the spinal cord @edk2002). Though this
modelling levelprovides more explanatory power than the sibglel HKB model, it is
limited in that these additional levels are unable to be measured without invasive
protocols. This might be rectified by betsginal activiy measuregperhaps in a clinical
setting where invasive protocols are more appropriate (e.g., spinal cord and lower brain
stem injuries). In short, more researgeds to be completéd determine the presence

and effects that CPGs may have on voluntaoyement coordination.
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Gaps in Literature

Though the HKB model is an accepted tool for describindntiman body's
coordination dynamicglognoli and Kelso, 2014), subsequent work exploring the
two/multi-tiered approacks limited. Not only can it provida more realistic
representation of the coupling occurring at the neural level (Beek 20@R), it also
provides solutions to the inconsistencies within the current HKB model (Beek et al.,
2002; Peper et al., 2004; de Poel, Peper, and Beek, 2007;€efraffth Turvey 1995,
1996).Additional research is needed to understand how asymmetries in paired CPGs

may influence motor behaviours to achieve a robust model

Coupling strength asymmetries between dominant anedoomnnant limbsare
still unclear how thee asymmetries affeototor tasks' stabilitygiven highetmovement
rates Althoughde Pole et al. (2007) demonstrated dominant limb entrainment of the
nondominant limb following a perturbation at 1, 1.25, and 1.5iti&mains unknown
if this couplingstrength asymmetry stays constant if the movement frequency increased
and if thelimbs' eigenfrequencwas not manipulated (no migalandun). If changes in
coupling strength were to occurjdftould be due to changestire two/multitiered
HKB model @, b, ¢, and dn Equation 5. Moreover, the dominant limb may begin to
rely on the nordominant limb as task constraints becanweasinglydifficult. In other
words, the dominant limb could utilize the feedback from thedamninant limb to
maintain its tak performance. On another note, it is also unclear which coupling is the

strongest: limkto-limb or limb(s)}to-stimulus or would movement frequency increases
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lead to coupling asymmetry changes to the {bmbmb or limb(s}to-stimulus
couplings? Thiditerature gas further compounded by the limited understanding of

how a component's additicaffectsa motor task's performance

The last gap to be addressed is how the contralateral limb affecther limb's
performancen a rhythmic task. Witta limb's additionthe number of possible
couplings increases from one (limsbmulus) to three (two limistimulus and one limb
limb). However, the introduction of a limb to the system brings additional noise sources.
Although access to more information thrauggdditional couplings may benefit task
performance, it may be detrimental instelads currentlyunclear if the addition of a
contralateral limb will provide increased performance to rhythmic tasks. With these gaps

in mind, four hypotheses are proposedaddress these concerns.

Hypotheses and Statistical Procedure

The first hypothesis proposed was that the unimanual (U), dominant limb (D),
metronome (M) couplings (UDM) would have a significantly less relative phase
variability (RPV see later) comparéathe unimanual nedominant limb (N)
metronome couplings (UNM) for both phase relationsptiase and anphase): UDM
< UNM. This directionality was expected to occur as the increased motor control
refinement of the dominant limb allows fan increasedervous system's abilitp fine-
tune themodel's performance variabl@squation5 variablesa, b, c,andd). Moreover,
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with increased use, tldominant limb's neural pathwaycreases signal sensitivity,

possibly changing thiemb's neural characteristics and eigenfrequeAsya result, these
changes to both performance variables (variadlés c,andd, see aboveand
eigenfrequency would result in decreased RPV withiteronome during the

unimanual tasks (Treffner and Turvey 1995, 1996; Peper et al. 2002; Peper et al. 2004,

Ridderikoff et al., 2004; and de Poel, Peper, & Beek, 2007).

The second hypothesis tested was to determine if a difference in RPV existed
betweerthe bimanual (B), dominant limb, metronome coupling (BDM) and the
unimanual, dominant limb, metronome (UDM) coupling for both phase relatdig:
[ U DT™is hypothesis's lack of directionalisgems from inconsistencies in pilot data
and three potentiabutcomes' plausibilityThe first possibility is that the nedrominant
l i mb woul d have | it t,Indicated|dweauplingstrengthliinghe B D M6 s
dominant to nordominant limb direction (sefeigure 6). The second possibility is that
the BDM will have a higher RPV than the UDM,; thus, the smminant limb would
negatively impact he BDMG6s r el atTheprecedertcavgorld shifafroma n c e
the dominant tthenond o mi nant | i mbés per for ntithece. The
BDM coupling RPV is less than the UDM coupling; this would be an exciting result.

This indicates tht the nordominant limb's additional informatidrenefits the dominant
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| i madbiditg to accurately complete the task

External Stimulus

L (Metronome)

Neural Level

(CPGs)

Effector Level

(Level of Observation)

Figure 6 - Two-tiered model. Bolded direction arrow refers to coupling strength from the dominant

limb (Dom) to nondominant limb (Non) direction.

The third hypothesis is that the bimanual, 1simminant limb, metronome
(BNM) coupling RPV would be less than the unimanual -dominant limb,
metronome (UNM) coupling for both phase relations: BNM < UNiMopposition
the second hypothesis, directitityawas expected given that previous research (Peper et
al. 2002, Peper et al. 2004, and Ridderikoff et al. 2004) has illustrated entrainment
effects involving the nowlominant limb This entrainment effect, provided by the

dominant limb, creates a monaitable environment for the nedtominant limb by
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improving task stability andhus motor performance with the metronome (Begure
7). This outcome would also suggest that coupling with the dominant limb could alter

the performance variables (in parieutheb/aratio) of the nordominant limb

( External Stimulus
N L (Metronome)

Neural Level

(CPGs)

Effector Level

(Level of Observation)

Figure 7 - Two-tiered model. Bolded direction arrow refers to coupling strength from the

nondominant limb (Non) to the dominant limb (Dom) direction.

The fourth hypothesis addressed was that bimanual, dominaradonanant
coupling (BDN) RPV would not significantlgiffer from the bimanual, dominant,
metronome coupling (BDM) RPV, but will be greater than the bimanuatdoorinant,
metronome coupling (BNM) RPV for both phase relations: BDN = BDM < BNM
(Figure8 ) . Thi s outcome was eXxpedanoterdontaos t he d«

allows for finer tuning of the performance variablashl{, c, and dn Equation 5, see
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above)and thus minimizes the influence of the nondominant limb on RPV. In turn, this
minimizes any increase in RPV to either BDN or BDM couplingshd@ugh the non
dominant limb metronome coupling (BNM) is hypothesized to have a decrease in RPV
due to entrainment (Hypothesis 3), it is thought that the additional information available
to the BNM will be insufficient to producend&®PV equal to that of thether two

couplings.

External Stimulus

L (Metronome)

Neural Level

(CPGs)

Effector Level

(Level of Observation)

Figure 8 - Two-tiered model. Solid rectangles indicate BDN and BNM couplingd.he dotted

rectangle indicates BNM coupling.

Four robust repeated measures ANOVAs wer

mean ttestfor the post hoc analyses for the statistical ansiydbreover, to adjust for
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thefamily-wise error, the Bonferroni correction was implemented foptieary
analyses (U = 0.013) an®).Allthestaisticaltanalgsesc a n a |

were completed using RStudio (Version 1.1.463).

Experimental Design, Sample, and Randomization

Experimental Design

Participants completed six rhythmic wrist coimration tasks. The tasks
themselves are differentiated by three independent variables: Handedness (dominant or
nondominant), Hands (unimanual or bimanual), and Phase relatiginése or anti
phase). One dependent variable was used to determiteskigperformanceRelative
Phase Variance (RPV). Briefly, RPV is the variance of continuous relative phase (CRP)
between two components of the system (either limb to limb or linalmtetronome).
Participants' eyes remained closed for the movement taskiotuto ensure that only

haptic feedback from the limbs is used

Sample

The sample was 20 individuals (17 rigtanded andhreeleft-handed) between
the ages of 19 and 35 with no history of neurological disorders that would affect motor
control Moreover, followingSerrien (2008) methodologindividuals who are avid
musicians were excluded from this experiment as having additional rhythm training may

affect the ability to perform the tasks. As for determining hand dominance, the Modified

28



Edinburg Handdness Index (Vlade et al. 2016) was used to identifpdahecipants'’

dominant and nocdominant limls.

Randomization

As the order of tasks may affestibsequent tasks' performanttee order was
randomized for each participant. First, for each supjbeettasks were entered into the
first column of an Excel spreadsheet: UBplmase, UN Irphase, UD Antphase, UN
Anti-phase, B Irphase, B Antphase. Second, each task was given a random number
between @l using the RAND function in a neighbouring aolo. Finally, both columns
were sorted from smallest to largesncerninghe randomly generated numbers. This

method provided properrandomized order for the trials.

Instructions for Participants

To ensure tasks were completedformly across particgnts, the following script was

read to and by the participants.

1 You will complete each of the trails in a predetermined random order.
o Right hand withthe metronome onhe beat
0 Left hand withthemetronome otthe beat
o Right hand with metronomaffbeat
0 Left hand with metronome offbeat

0 Both hands witithe metronome oithe beat
29



0 Both hands with one hand on the metronoméheeat and the other on

metronome offbeat

1 For the single hand trails, you will need to move the selected hand with the
metrorome onthebeat (reaching maximum wrist flexion on the downbeat of the
metronome) or on the metronome offbeat (reaching maximum wrist extension on

the offbeat).

1 For both hands conditions, you will need to move both hands with the
metronome onhebeat (lmth hands reaching maximum flexion to the beat of the
metronome) or with one hand moving with the metronomthebeat and the
other hand moving to the metronome offbeat (your dominant hand reaching
maximum flexion and your nedominant hand reaching maxim extension to

the beat of the metronome).

1 You musttry to maintain the tasks (dhebeat or offbeat) for as long as possible.

o If coordination is lost, continue the task to the best of your ability.

1 You will be given 2 minutes break to prevéatigue from affecting the next trial
between eactrial.
o If you still feel fatigued by the end of the 2 minytasother 2 minutes

will be provided.
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Data Transformations

Continuous Relative Phase

The method proposed by L anchlculatmgitheSt ™~ c k |

continuous relative phase (CRP) of the different component couplings: limb to limb and
limb to the metronome. The method for calculating CRP is as follows:

1. Centring the amplitude of the data about zero

1T o 0 WO aMQwo (Equation §

2. Transforming each signal into an analytic signal using the Hilbert transform.
T -0 ®»o QO (Equation

3. Calculating the phase angle for each signal
1 0 i G©owe (Equation §

4. Calculating the continuous relative phase.

R

1 i g o 0 Wi wq &t (Equation 9

Performance Metrics

Relative Phase Variation

RPV is utilized to determine how similarlimb’s movemeris to another
component: either the opposing limb or metronome. RPV is calculated by taking the
variance of the CRP (Lamb and Stockl, 2014 infer stability through this procedure

through theRPV changea larger RPV would indicate that the participamild not
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maintain the task conditiahana smaller RPV. All RPV calculations were completed

using Matlab 2019A.

Data Processing

The raw dataKigure 9 was first cropped between the initial and final
metronome beeps. It was then smoothed VaaepasssecondorderButterworth filter
at 0.2 Hz Figure 10. Finally, the CRPKigures 1114) and RPV of the task eve
calculated for the entire task. For couplings involving the metronome, a cosine wave

driven at the various movement frequencies wad.use

Dominant Limb

Figure 9 - Raw data from a bimanual in-phase task.The joint angle is measured in degreesvith a

decrease in angle representing wrist flexion.
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Dominant Limb
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Figure 10- Centred data from a bimanual in-phase task.The joint angle is measured in degrees

with a decrease in angle representing wrist flexionThe centring method is detailed in Equation 6.
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Figure 11 - Analytic signal from a bimanual in-phase task.The method of transformation is detailed

in Equation 7.
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Figure 12 - Imaginary portion of the analytic signal from a bimanual in-phase task.The method of

transformation is detailed in Equation 7.
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Figure 13- Phase angle from a bimanual irphase task.The method of transformation is detailed in

Equation8.Thephase angle is measured in radians and is b

Figure 14 - Continuous relative phase (CRP) of a bimanual ifphase task.The method of

transformation is detailed in Equation 9. CRP is n
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