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ABSTRACT  

This research sought to provide a more in-depth understanding of the 

coordination of rhythmic actions resulting from self-organizing behaviours through the 

Haken-Kelso-Bunz model (HKB model) and how the central nervous system affects the 

resulting behaviour of rhythmic tasks. Four hypotheses tested the aspects of the HKB 

model. The first addresses the differences between the dominant and nondominant 

limbôs ability to maintain a rhythm task. The second and third hypotheses focused on 

how the contralateral limb affected task performance. Fourth, couplings between limbs 

and the metronome were assessed to determine which one is dominant. Twenty 

participants between the ages of 19-30 (17 Right-handed, 3 Left-handed) were asked to 

complete six different rhythmic wrist coordination tasks (4 single-limb and two double-

limb), each increasing step-wise in frequency with a metronome. Relative phase 

variance was used to compare each task's performance, with low variance indicating 

increased performance. We were unable to discriminate between the presence of either 

one or two oscillators at the spinal level from the results. This is in part due to a two-

oscillator being unable to describe the results solely. This research implies that the 

differences between one and two-oscillators at the behaviour level are not as evident as 

initially hypothesized. Therefore, more sophisticated measurement techniques should be 

implemented when analyzing the central nervous system's oscillator layout. 
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Introduction  

Thought and action are fundamental to human life. Without either, we would be 

unable to function, adapt and survive as species. A fundamental question about 

movement production is how coordination is derived from the interactions of the many 

independent parts that comprise the system. This issue for motor control is known as the 

degrees of freedom problem (Bernstein, 1967). This problem was posed to address the 

issue of motor equivalence in which the same task can be accomplished by coordinating 

different components. Following Bernstein, a possible answer for the movement control 

centres on how these many degrees of freedom might be managed through reduction, 

thereby simplifying the control problem's complexity. In dual-limb or multi-limb 

rhythmic actions, for example, it is hypothesized that central pattern generators (CPGs) 

at the spinal level assist in reducing the number of controlled degrees of freedom (Haken 

et al. (1985), Berkowitz (2019), Guertin (2013), Arya and Pandain (2014)). In this view, 

a single CPG is responsible for the rhythmic outputs of a single limb. During dual-limb 

rhythmic actions, the spinal level interactions of two separate CPGs ï one for each limb 

ï help produce the rhythmic outputs observed at the behavioural level. The same 

account likewise extends to multi-limb rhythmic actions requiring multi-limb CPGs 

(Berkowitz, 2019; Arya and Pandain, 2014). Specifically, CPGs are hypothesized to be 

assemblies (networks) of neurons that underpin rhythmic motor tasks by reducing the 

control problem from a lower dimension of individual neurons to a higher one. 

Therefore, CPGs are an essential assumption for this research as they provide a possible 

explanation for reducing the number of controlled degrees of freedom. 
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 Another valuable tool for understanding how movement can be controlled is 

complex systems theory. In the context of human movement, a complex system is a 

system composed of few or many independent components whose interactions allow for 

the emergence of self-organizing behaviours (Kelso, 1995). Thus, system control stems 

from within the system itself instead of being prescribed outside by some external 

control agent. For examples of complex systems demonstrating self-organizing 

behaviours resulting from interactions among a system's components, see Hakenôs 

synergetics (1975, 1978). Akin with synergetics, coordination dynamics can describe 

and explain complex changing systems' behaviour: how the system trajectories change 

in time regarding human rhythmic actions (Haken, Kelso, and Bunz, 1985; Kelso, 1995). 

Several mathematical models have been proposed that describe these rhythmic actions' 

behaviour, most notably the Haken-Kelso-Bunz (HKB) model, which describes the 

systematic switching of rhythmic finger movements from less stable to more stable 

coordination states under certain system constraints (Haken et al., 1985). The HKB 

model provides an approach to investigating and understanding human movement 

control complexities for dual- and multi-limb rhythmic actions.  

Understanding system control using coordination dynamics theory has several 

promising related applications to the study of human movement. In particular, the 

nervous system and motor control. 
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Background and Significance 

The purpose of this research is to investigate the control of human rhythmic 

motor tasks using coordination dynamics. This approach uses a two-tiered model 

proposed by Treffner and Turvey (1995, 1996) with further expansion by Beek, Peper, 

and Daffershofer (2000, 2002). This model extends the HKB model by including a 

óneural levelô of coupling (i.e., the CPG couplings). This addition is held as necessary as 

the interplay between components (CPGs) dictates what behaviours a system displays. 

The difference between the HKB and the two-tiered extension is what interactions are 

being addressed; the HKB model focus is explaining the coordinative behaviour 

occurring between the limbs (specifically the index fingers) while the two-tiered 

extension builds upon it by focusing on the possible interactions between CPGs at the 

spinal level that cause behaviour anomalies at the limb level. Having these additional 

components increases behavioural flexibility and allows for additional system 

behaviours to be explained using coordination dynamics theory. The óneural levelô 

coupling accounts for the consistency issues of the extended HKB model (Beek et al., 

2002; Peper, Ridderikhoff, Daffertshofer, and Beek, 2004). Literature to date has 

focused mostly on the brain and still relies on the single-tiered extended HKB model 

(Tognoli and Kelso, 2009, 2014a, b; Kelso, Dumas, and Tognoli, 2013; Fink, Kelso, and 

Jirsa, 2009; Meyer-Lindenberg, Ziemann, Hajak, Cohen, and Berman, 2002), a reliance 

that leads to the second aspect of this research focus: movement synchronization. 
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Past research focused on movement synchrony (Shirakawa, Honma, & Honma, 

2001; Schneider, Askew, Abel, &. Strüder 2010; Pollok, Müller, Aschersleben, & 

Schnitzler, 2005; Nobili, 2009) has understandably led to less focus on movement 

asynchrony and metastability (see Tognoli & Kelso, 2014b, for further detail). 

Moreover, data involving metastable characteristics of movement coordination has 

mainly been overlooked as it was considered unimportant. Metastability encompasses 

component interactions that are neither fully cooperative nor competitive.  Thus, 

research is limited in that it explains a fraction of what is occurring during movement 

(Kelso, Dumas, & Tognoli, 2013; Bressler, & Kelso, 2016; Kelso & Tognoli, 2007). To 

this end, the research herein will consider movement stability and instability together 

and not merely through the lens of movement synchrony. 

Conducting the Research and Boundaries 

This research aims to investigate at the level of system behaviour how CPG 

interactions may explain system behaviour.  Noted previously, the presence of CPGs is 

an assumption for this research regarding how the nervous system organizes, coordinates 

and produces bi- and multi-limb rhythmic movements. In keeping with coordination 

dynamics theory, CPGs can simplify the control problem by reducing the controlled 

degrees of freedom. This research seeks to build on previous work by examining how 

human rhythmic movement tasks' behavioural performance differs under different 

system constraints through the lens of coordination dynamics. 
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Literature Review 

Central Pattern Generator 

Background 

A central pattern generator (CPG) is a series of neural connections that produces a 

patterned output without sensory input (Berkowitz, 2019). This definition has changed 

over the past century since Brownôs (1911) seminal work and shifted from prior models 

in which reflexes were assumed to produce all vertebrates' rhythmic actions. In Brownôs 

experiment, cats were able to perform treadmill locomotion while having both the spinal 

cord and the afferent nerves from the hind-limbs transected. As reflexes are a closed-

loop system, they require feedback to function; however, they would not produce 

continuous action with no sensory feedback. Therefore, an open-loop system ï in this 

case, a CPG ï would need to be present to create the movement. This is not to downplay 

the importance of sensory feedback or descending neural drive, as it is required to 

produce smooth and accurate movement; it is only to demonstrate that it is not 

necessarily required to move.  

 

Brownôs work led others to investigate how rhythmic outputs are produced without 

feedback and the CPG hypothesis's eventual creation. In particular, von Holts (1937, 

1973), Hughes and Wiersma (1960), and Wilson (1961) followed suit by demonstrating 

that fish, crayfish and locus were able to generate movement without the presence of 

sensory feedback. In combination, the CPG was hypothesized but was not restricted to 

its application to rhythmic movements. Recently, research has shown that CPGs may be 
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used in complex movement sequences that are learned; specifically, Brainard and Doupe 

(2013) and Mooney (2009) have demonstrated that CPGs may be responsible for singing 

learned mating calls in some bird species. 

 

As the CPG hypothesis relates to human movement, two focus areas will be discussed:  

locomotion and the upper limb.  

 

Locomotion/Lower Limb 

 Locomotion is a heavily researched topic in the field of CPG research in humans 

(Berkowitz, 2019;  MacKay-Lyons, 2002; Arya and Pandian, 2014; Kay, Saltzman, and 

Kelso, 1991; Guertin, 2013; Golowasch, 2019; Russell et al., 2010; Arshavsky, 

Deliagina, and Orlovsky, 2016; and Meyns, Bruijn, and Duysens, 2013). A variety of 

participants were used in these studies encompassing both abled bodied and those with 

spinal cord injuries. Specifically, individuals with spinal cord injuries (SCI) are typical 

as the absence/limited (in the case of incomplete SCIs) presence of descending 

information from higher brain centres. 

 

 The first work of interest is Bussel et al. (1988), during which they analyzed the 

development of rhythmic myoclonic movements of the trunk and legs in an SCI 

participant. Following a 15 months post of a spinal lesion at C7, a rhythmic extension of 

the trunk and legs began to occur. Electromyography (EMG) found that all muscles 

involved were moving in-phase at a rate of 0.3-0.6 Hz. Moreover, extension movements 
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of the hips, knees, ankles, and toes would occur for extended periods at a rate of 0.6 Hz. 

From their analysis, the rhythmic movement mechanism was attributed to a CPG after 

ruling out the possibility of flexor reflex afferents (FRA). A subsequent follow-up study 

by Roby-Brami and Bussel (1992) further strengthen the findings by demonstrating that 

if FRA were part of the movement mechanism, it would still be related to the spinal 

CPG. 

  

 More recent research by Calancie (2006) further documented six individuals with 

either complete or incomplete quadriplegia producing stepping like patterns and 

rhythmic abdominal contractions. It was found that the movements were not attributed to 

spinal reflexes and were induced only when the hips and knees were extended. For the 

complete quadriplegia participants, activity co-occurred in both legs (agonist and 

antagonist muscles). The incomplete quadriplegia participants demonstrated activity 

alternating between agonist and antagonist muscle groups within a limb and alternating 

across limbs. It was concluded that the characteristics of the muscle activity had 

elements of a CPG for stepping tasks. 

 

Upper Limb 

 

 Unlike its lower limb counterpart, research regarding solely upper limb CPGs is 

sparse. However, the research's central theme is that they are not as well documented as 

for locomotion. As the upper limb has evolved to perform various tasks, supraspinal 
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influences have played a large role in task-specific control. Specifically, that descending 

drive is proposed to have more control over the CPGs of the upper limb, allowing for a 

more generous array of tasks able to be performed (Rossignol Dubuc, and Gassrd, 2006; 

Zher and Duysens, 2004; Zher, 2004, Arshavsky, Deliagina, and Orlovsky, 2016).  

 

As for upper limb CPG use in locomotion, the research base is more available. Dietz et 

al. (2001, 2002) sought to study the upper and lower limb's neural coordination during 

gait. They did so by driving a split-belt treadmill at varying speeds between the belts. In 

particular, the activity of the arms and legs were measured bilaterally. The EMG 

responses were most significant during gait, with small to almost no response in 

restricted and standing/sitting. The results found a strong task-related dependency on the 

EMG responses of the upper and lower limbs. It was found that a bilateral arm response 

was related to a coupling between the limbs via CPGs. Zehr and Duysens (2004) and 

Zehr (2004) further supported these results; specifically, the cutaneous and H-reflexes' 

behaviour in the upper limb greatly depends on the movement's timing the arm is 

completing; this behaviour mirror that of the lower limb. Lastly, Meyns, Bruijn, and 

Duysens (2013) summarized the use of upper limb movement during gait. From their 

analyses, they conclude three significant findings. First, the arms swing is crucial to 

locomotion and is controlled by passive means, but the movement's stability arises from 

CPGs. Second, that arm swing is a significant factor in reducing energy expenditure 

during gait. Finally, the arm swing could be of benefit in gait rehabilitation. 
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The Haken-Kelso-Bunz Model 

Haken et al. (1985) were the first to propose a model that described the 

coordination dynamics between two limbs (fingers): the HKB model. Two variables 

were used to set the necessary foundation for the model: the system's order and control 

parameters. From Hakenôs synergetics theory (1978), the order parameter is the measure 

of order between points over a phase transition; for example, the difference in the 

relative phase between alternating tapping of the fingers (anti-phase) and tapping the 

fingers together (in-phase). In this case, the relative phase quantifies the movement 

relationship of two limbs (two fingers) in a bimanual (two-handed) rhythmic task; while 

both fingers are moving, their relative movement can be quantified from 0 and Ñˊ. 

Between these values, all possible movement relations are possible. For rhythmic 

movements, relative phase is the proposed order parameter as it describes the 

cooperation among the components of the system (the tapping fingers); moreover, the 

different coordination styles (in-phase and anti-phase) remain constant across different 

motor tasks and effector pairings (Haken et al., 1985). In-phase and anti-phase are also 

easily defined among other joints; in-phase occurs when both joints achieve max flexion, 

and anti-phase is when one joint reaches max flexion while the other reaches max 

extension.  

 

The control parameter, also from Hakenôs synergetics (1978), is the driving force 

that causes the system to move from one state to another. An imperative characteristic of 

the control parameter is that it only drives the system to change and does not dictate its 

state. In finger tapping tasks, movement frequency is the proposed control parameter 
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based on Kelso's observations (1981a and, 1984). It was found that increasing movement 

frequency would eventually lead to changes in coordination states, specifically, from 

anti-phase to in-phase with increasing frequency, but not the inverse. The resulting 

function that describes this behaviour is the HKB model: 

‰ ὥz ÓÉÎ ‰ ςὦz ÓÉÎ ς‰  (Equation 1) 

The relative phase, order parameter, is represented by . Variables a and b represent the 

coupling coefficients between the two oscillators. 

 

When HKB potential is plotted (Figure 1), it produces two cosine waves moving 

at different frequencies that have local minima at Ñˊ (anti-phase) and 0Ñ2ˊ (in-phase). 

One of the main features of this model is the relation between the coefficients a and b. 

The coefficients represent dampening terms that affect the amplitude of movement as 

the movement frequency increases. When the ratio of b/a - represented by k - is greater 

than 0.25, the anti-phase pattern is still observed, but when k achieves the critical value 

(k = 0.25), the anti-phase pattern destabilizes, and the in-phase pattern becomes the only 
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stable phase. In other words, k decreases with increasing movement frequency. 

 

Figure 1 - HKB Potential. k indicates the ratio of the constants b/a. Minimums indicate a stable 

phase relation, and maximums indicate unstable phase relations. 

 

When Equation 1 is plotted (Figure 2), it demonstrates how the stable points 

change as k is manipulated. Attractor points are represented by zero-crossing with a 

negative slope and repellers points by zero-crossings with positive slopes. When k 

reaches the critical value (k = 0.25), the attractor points at Ñˊ disappear and are replaced 

with unstable phase relations; at this point, the phase relation is neither an attractor nor a 

repeller point. As k continues to decrease (k < 0.25), the phase relation becomes a 

repeller and will ópushô trajectories away from it. In summary, this is the HKB model in 
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its most basic form and only considers the differences in coupling strengths between the 

components (the variable k). However, this model is not without its limitations, 

specifically, those that pertain to the characteristics of biological systems.

 

Figure 2 - HKB Phase portrait (Equation 1). k indicates the ratio of the constants b/a. A zero-

crossing with a negative slope indicates an attractor, and zero-crossing with a positive slope 

indicates a repeller. 

 

 One of the characteristics of biological systems is that paired oscillators 

may have different eigenfrequencies. The eigenfrequency is influenced by the 

oscillatorôs unique tissue dynamics, which may vary in ï but are not limited to ï 

mechanical (muscle insertions, moment of inertia), neurological (limb dominance, 
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descending neural drive, feedback), and metabolic (muscle fibre distribution, blood 

flow, buffering capacity) characteristics (Kelso, 1995). As these differences increase, 

synchronization between components becomes more challenging and órunning solutionsô 

may begin to dominate a systemôs trajectory. Running solutions occur when some phase 

relations are favoured briefly but continue to move through all possible relations. To 

account for this new behaviour, Kelso, DelColle, and Sch ner (1990) analyzed the effect 

of synchronization of finger tapping to a metronome that progressively increases in 

frequency. It was found that participants would reach a movement speed where 

synchronization with the metronome was lost and running solutions dominated. To 

accommodate running solutions, ȹɤ was introduced into the HKB model to account for 

these differences in eigenfrequencies between paired oscillators (Equation 3 and Figure 

3). 

‰ ῳ ὥz ίὭὲ‰ςὦz ίὭὲς‰ (Equation 3) 
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Figure 3 - HKB phase portrait with an additional constant for differing intrinsic frequencies 

between component oscillators (Equation 3). w represents the differing intrinsic frequencies (ȹɤ). 

 

As ȹɤ increases, all phase relations' relative stability - excluding the running solution - 

decreases until they are destabilized; this is evident by fewer zero-crossings in figure 3 

with larger ȹɤ values. With the addition of the noise term (Ѝὗ‚) (Sch ner, Haken, and 

Kelso, 1986), Equation 4 is the currently accepted form of the HKB model as it is 

generalizable to most biological systems (Tognoli and Kelso, 2014; figure 4). In 

particular, this formulation provided a basis for analyzing an essential characteristic of 

coordination: metastability. 
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‰ ῳ ὥz ίὭὲ‰ςὦz ίὭὲς‰ Ѝὗ‚ (Equation 4) 

 

Figure 4 - Phase portrait of the HKB model with the addition of both the differ ent intrinsic 

frequencies constant (ȹɤ) and noise terms (ãQɝ) (Equation 4). 

 

Coordination Dynamics 

As Tognoli and Kelso (2014) described, coordination dynamics explain the 

temporal evolution of coordination and the system's emergent qualities. It does this by 

addressing the three characteristics of coordination: synchronization, segregation, and 

metastability. 

 



 

16 

 

Synchronization occurs when two components of a system share similar intrinsic 

characteristics and behave similarly. However, because the components are continuously 

exchanging information, they may become trapped in a trajectory and unable to produce 

other coordinative behaviours. In other words, the components reach a state of stability 

such that all other trajectories become repellers. Though preventing undesirable 

behaviours may sometimes be beneficial, it may also be detrimental to living systems 

with limited resources, requiring the flexibility of behaviour. Furthermore, preventing 

components from participating in other trajectories limits system behaviour. 

 

The segregation characteristics prevent information exchange and allow 

components to work independently. Having components segregated is essential for 

complex systems to operate; for example, it would be impossible to play multiple parts 

to a piano piece if a pianistôs hands could not play different keys or use the pedals with 

their feet independently. Indeed, it would be inefficient to have one component partake 

in only one task as such redundancy would limit system behaviour; however, 

segregation is still essential for system flexibility. 

 

Metastability has features similar to the previous two characteristics but is more 

than a combination of them. Components experience metastability when their integration 

and segregation tendencies allow trajectories to converge or diverge depending on task 

constraints; metastability, therefore, allows systems to operate in a variety of states 

(phase relations). For a mathematical definition of metastability, it is a stable state that is 

not the most stable state of a system; as such, a system that is in a metastable state can 
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be described as being Lyapunov stable as it will stay within a given bound about an 

attractor but will not necessarily converge to it (Tognoli and Kelso, 2014). In general, 

metastability assists in explaining how paired oscillators behave and adapt to changes in 

task conditions (Bressler and Kelso, 2016; Shirakawa, Honma, and Honma, 2001; 

Jantzen, Steinberg, and Kelso, 2009; Daun-Gruhn and Büschges, 2011; Meyer-

Lindenberg, Ziemann, Hajak, Cohen, and Berman, 2002, Chen et al., 2010). However, 

the HKB model is limited by its inability to account for metastability, thus hindering its 

analytic power. Fortunately, extensions to the HKB model, such as the Two-tiered 

model, have been developed to increase its robustness. 

 

Two/Multi -tiered Model and Amplitude 

Although the HKB model is currently being used for describing changes in 

motor behaviour (Tognoli and Kelso, 2014), inconsistencies within the model still exist 

(Peper & Beek, 1999). These issues were formalized by Peper, Beek, and Daffertshofer 

(2000) and expanded upon by Beek, Peper, and Daffertshofer (2002), and Peper, 

Ridderikhoff, Daffertshofer, and Beek (2004). The major shortcoming of the HKB 

model (specifically the extensions provided by Kelso et al., 1990; Treffner and Turvey, 

1995, 1996) is only a description of the underlying dynamics at play. In other words, 

although the HKB model has been tested, it still reduces the control mechanism for dual-

limb rhythmic behaviour to a single set of coupled oscillators. Besides, it does not 

account for a set of paired CPGs at the spinal level. Thus, another extension was 
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proposed in the form of additional oscillators at the óneural levelô (Equation 5 and 

Figure 5) (Treffner and Turvey 1995, 1996): 

 

ὠ‰ ῳ ὥz ὧέί‰ὦz ὧέίς‰ ὧz ίὭὲ‰Ὠz ίὭὲς‰ (Equation 5)

 

Figure 5 - Diagram of the proposed level of organization for this experiment. The two-level model 

with the middle level representing the óneuralô components located in the spine (CPGs) and the 

bottom (black) represents the limbs' óeffectorô components. Arrows represent the information 

coupling between the components. 
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The addition of two sinusoidal components allows for coupling asymmetries to exist 

between the oscillators. The work by Beek et al. (2002) extrapolates why individual limb 

movements cannot be modelled as single-level through four arguments.  

 

The first of these arguments is that inconsistencies exist with the amplitude-

frequency relationship. Specifically, the HKB model predicts that as movement speed 

increases, the amplitude of movement will decrease and lead to a non-equilibrium phase 

transition (Haken et al., 1985; Kelso, 1995). Although this was found to occur in the 

original work, it was inconsistent in subsequent studies (Beek, Rikkert, and Van 

Wieringen, 1996; Peper and Beek, 1999; Beek, Peper, and Daffertshofer, 2002). 

However, one problem with this argument is that when Beek et al. (2002) tested this 

assumption, the movement speed may not have been fast enough to elicit instability and 

amplitude changes. If the external stimulus used was driven at a higher frequency, more 

instability may have been introduced into the system, possibly decreasing amplitude. 

However, these results reconfirmed Peper and Beek's (1999) results by demonstrating 

inconsistencies with the HKB model. 

 

The second argument made against the single level of the HKB model is that a 

ñphase-dependent phase shiftò occurred during follow-up work by Kay, Saltzman, and 

Kelso (1991). Following a perturbation to the fingers in layman's terms, an increase in 

movement speed occurred to accommodate the perturbation during a rhythmic motor 

task. This change in speed was attributed to an increase in the oscillators' óstiffnessô via 

feedback to the CPGs. This increase in stiffness is attributed to increased muscular 
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tension about the joint, limiting the amount of movement amplitude possible. 

Furthermore, this finding indicates that additional coupling levels at the spinal level are 

needed to explain the results.  

 

The third argument against the single level of coupling was made in part by 

confirming previous results theorizing how a two-tiered system would behave (Wing 

and Kristofferson, 1973; Daffertshoffer, 1998). In Beek and Peper (2002), participants 

were asked to perform continuous wrist flexion and extensions in time with a 

metronome and following a set number of tones the metronome was removed. 

Participants were asked to maintain the set tempo. The results showed that as time 

progressed, participants corrected errors in movement following the removal of the 

metronome; more specifically, a negative serial correlation was found, which is 

predictive of a two-tiered system (Wing and Kristofferson, 1973). Moreover, their 

results confirmed Daffertshofer's (1998) findings that a single oscillator would be unable 

to produce the same chaotic properties found in their data when exposed to a single 

noise source. From both of these comparisons, it was concluded that a single level model 

of coupling would be unable to satisfy both the stability and stochastic characteristics 

displayed in their experiment. 

 

The final argument given by Beek and Peper (2002) is that a single level model 

would be unable to describe the stochastic characteristics of oscillatory limb movements. 

Though sounding similar to the third argument, this takes a different approach to 

describe a chaotic nature. Specifically, the authors stated that using a nonlinear time-
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series analysis - which would be ideal for analyzing such a system - proves to be 

unreliable due to the ñnonstationarity and brevity of biological data sets.ò Although not 

much detail was given, the authors attributed the variability in biological data sets to 

low-dimensional chaotic motion caused by components containing three or more state 

variables instead of two. In other words, because human movement is unable to be 

accurately analyzed using nonlinear time-series analysis, it must contain components 

with more than two state variables and, therefore, more organization levels. Thus, 

further demonstrating support for the presence of multiple levels of organization 

involved in rhythmic movement control. 

 

From these arguments and the qualitative analysis provided by Peper et al. 

(2000), a two-level, four-oscillator model is theorized (Beek et al. 2002) to better 

account for the arguments noted previously (Figure 5). The model states that the neural 

components are bilaterally coupled with their effector components unilaterally; this 

allows for a flow of information between the CPGs and the limbs. The óneural levelô is 

proposed to be a pair of CPGs located in the spinal cord (Beek et al., 2002). Though this 

modelling level provides more explanatory power than the single-level HKB model, it is 

limited in that these additional levels are unable to be measured without invasive 

protocols. This might be rectified by better spinal activity measures, perhaps in a clinical 

setting where invasive protocols are more appropriate (e.g., spinal cord and lower brain 

stem injuries). In short, more research needs to be completed to determine the presence 

and effects that CPGs may have on voluntary movement coordination. 
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Gaps in Literature 

Though the HKB model is an accepted tool for describing the human body's 

coordination dynamics (Tognoli and Kelso, 2014), subsequent work exploring the 

two/multi-tiered approach is limited. Not only can it provide a more realistic 

representation of the coupling occurring at the neural level (Beek et al., 2002), it also 

provides solutions to the inconsistencies within the current HKB model (Beek et al., 

2002; Peper et al., 2004; de Poel, Peper, and Beek, 2007; Treffner and Turvey 1995, 

1996). Additional research is needed to understand how asymmetries in paired CPGs 

may influence motor behaviours to achieve a robust model. 

 

Coupling strength asymmetries between dominant and non-dominant limbs are 

still unclear how these asymmetries affect motor tasks' stability, given higher movement 

rates.  Although de Pole et al. (2007) demonstrated dominant limb entrainment of the 

non-dominant limb following a perturbation at 1, 1.25, and 1.5 Hz, it remains unknown 

if this coupling strength asymmetry stays constant if the movement frequency increased 

and if the limbs' eigenfrequency was not manipulated (no manipulandum). If changes in 

coupling strength were to occur, this could be due to changes in the two/multi-tiered 

HKB model (a, b, c, and d in Equation 5). Moreover, the dominant limb may begin to 

rely on the non-dominant limb as task constraints become increasingly difficult. In other 

words, the dominant limb could utilize the feedback from the non-dominant limb to 

maintain its task performance. On another note, it is also unclear which coupling is the 

strongest: limb-to-limb or limb(s)-to-stimulus, or would movement frequency increases 



 

23 

 

lead to coupling asymmetry changes to the limb-to-limb or limb(s)-to-stimulus 

couplings? This li terature gap is further compounded by the limited understanding of 

how a component's addition affects a motor task's performance. 

 

The last gap to be addressed is how the contralateral limb affects the other limb's 

performance in a rhythmic task. With a limb's addition, the number of possible 

couplings increases from one (limb-stimulus) to three (two limb-stimulus and one limb-

limb). However, the introduction of a limb to the system brings additional noise sources. 

Although access to more information through additional couplings may benefit task 

performance, it may be detrimental instead. It is currently unclear if the addition of a 

contralateral limb will provide increased performance to rhythmic tasks. With these gaps 

in mind, four hypotheses are proposed to address these concerns. 

 

Hypotheses and Statistical Procedure 

The first hypothesis proposed was that the unimanual (U), dominant limb (D), 

metronome (M) couplings (UDM) would have a significantly less relative phase 

variability (RPV see later) compared to the unimanual non-dominant limb (N) 

metronome couplings (UNM) for both phase relations (In-phase and anti-phase): UDM 

< UNM. This directionality was expected to occur as the increased motor control 

refinement of the dominant limb allows for an increased nervous system's ability to fine-

tune the model's performance variables (Equation 5 variables a, b, c, and d). Moreover, 
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with increased use, the dominant limb's neural pathway increases signal sensitivity, 

possibly changing the limb's neural characteristics and eigenfrequency. As a result, these 

changes to both performance variables (variables a, b, c, and d, see above)  and 

eigenfrequency would result in decreased RPV with the metronome during the 

unimanual tasks (Treffner and Turvey 1995, 1996; Peper et al. 2002; Peper et al. 2004; 

Ridderikoff et al., 2004; and de Poel, Peper, & Beek, 2007).  

 

The second hypothesis tested was to determine if a difference in RPV existed 

between the bimanual (B), dominant limb, metronome coupling (BDM) and the 

unimanual, dominant limb, metronome (UDM) coupling for both phase relations: BDM 

Í UDM. This hypothesis's lack of directionality stems from inconsistencies in pilot data 

and three potential outcomes' plausibility. The first possibility is that the non-dominant 

limb would have little effect on the BDMôs RPV, indicating low coupling strength in the 

dominant to non-dominant limb direction (see Figure 6). The second possibility is that 

the BDM will have a higher RPV than the UDM; thus, the non-dominant limb would 

negatively impact the BDMôs relative phase variance. The precedence would shift from 

the dominant to the non-dominant limbôs performance. The third possibility is that the 

BDM coupling RPV is less than the UDM coupling; this would be an exciting result. 

This indicates that the non-dominant limb's additional information benefits the dominant 
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limbôs ability to accurately complete the task.

 

Figure 6 - Two-tiered model. Bolded direction arrow refers to coupling strength from the dominant 

limb (Dom) to nondominant limb (Non) direction. 

 

 The third hypothesis is that the bimanual, non-dominant limb, metronome 

(BNM) coupling RPV would be less than the unimanual, non-dominant limb, 

metronome (UNM) coupling for both phase relations: BNM < UNM. In opposition to 

the second hypothesis, directionality was expected given that previous research (Peper et 

al. 2002, Peper et al. 2004, and Ridderikoff et al. 2004) has illustrated entrainment 

effects involving the non-dominant limb. This entrainment effect, provided by the 

dominant limb, creates a more suitable environment for the non-dominant limb by 
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improving task stability and, thus, motor performance with the metronome (see Figure 

7). This outcome would also suggest that coupling with the dominant limb could alter 

the performance variables (in particular the b/a ratio) of the non-dominant limb 

 

Figure 7 - Two-tiered model. Bolded direction arrow refers to coupling strength from the 

nondominant limb (Non) to the dominant limb (Dom) direction. 

The fourth hypothesis addressed was that bimanual, dominant, non-dominant 

coupling (BDN) RPV would not significantly differ from the bimanual, dominant, 

metronome coupling (BDM) RPV, but will be greater than the bimanual, non-dominant, 

metronome coupling (BNM) RPV for both phase relations: BDN = BDM < BNM 

(Figure 8). This outcome was expected as the dominant limbôs refined motor control 

allows for finer tuning of the performance variables (a, b, c, and d in Equation 5, see 
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above) and thus minimizes the influence of the nondominant limb on RPV. In turn, this 

minimizes any increase in RPV to either BDN or BDM couplings. Although the non-

dominant limb metronome coupling (BNM) is hypothesized to have a decrease in RPV 

due to entrainment (Hypothesis 3), it is thought that the additional information available 

to the BNM will be insufficient to produce an RPV equal to that of the other two 

couplings.

 

Figure 8 - Two-tiered model. Solid rectangles indicate BDN and BNM couplings. The dotted 

rectangle indicates BNM coupling. 

 

Four robust repeated measures ANOVAs were used with nine yuenôs trimmed 

mean t-test for the post hoc analyses for the statistical analysis. Moreover, to adjust for 
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the family-wise error, the Bonferroni correction was implemented for the primary 

analyses (Ŭ = 0.013) and the post hoc analyses (Ŭ = 3.33e-3). All the statistical analyses 

were completed using RStudio (Version 1.1.463).  

 

Experimental Design, Sample, and Randomization 

Experimental Design 

 Participants completed six rhythmic wrist coordination tasks. The tasks 

themselves are differentiated by three independent variables: Handedness (dominant or 

non-dominant), Hands (unimanual or bimanual), and Phase relation (in-phase or anti-

phase). One dependent variable was used to determine the tasks' performance: Relative 

Phase Variance (RPV). Briefly, RPV is the variance of continuous relative phase (CRP) 

between two components of the system (either limb to limb or limb to a metronome). 

Participants' eyes remained closed for the movement tasks' duration to ensure that only 

haptic feedback from the limbs is used.  

 

Sample 

 The sample was 20 individuals (17 right-handed and three left-handed) between 

the ages of 19 and 35 with no history of neurological disorders that would affect motor 

control. Moreover, following Serrien (2008) methodology, individuals who are avid 

musicians were excluded from this experiment as having additional rhythm training may 

affect the ability to perform the tasks. As for determining hand dominance, the Modified 
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Edinburg Handedness Index (Vlade et al. 2016) was used to identify the participants' 

dominant and non-dominant limbs.  

 

Randomization 

 As the order of tasks may affect subsequent tasks' performance, the order was 

randomized for each participant. First, for each subject, the tasks were entered into the 

first column of an Excel spreadsheet: UD In-phase, UN In-phase, UD Anti-phase, UN 

Anti-phase, B In-phase, B Anti-phase. Second, each task was given a random number 

between 0-1 using the RAND function in a neighbouring column. Finally, both columns 

were sorted from smallest to largest concerning the randomly generated numbers. This 

method provided a proper randomized order for the trials. 

 

Instructions for Participants 

To ensure tasks were completed uniformly across participants, the following script was 

read to and by the participants. 

 

¶ You will complete each of the trails in a predetermined random order. 

o Right hand with the metronome on the beat 

o Left hand with the metronome on the beat 

o Right hand with metronome offbeat 

o Left hand with metronome offbeat 

o Both hands with the metronome on the beat 
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o Both hands with one hand on the metronome on the beat and the other on 

metronome offbeat 

 

¶ For the single hand trails, you will need to move the selected hand with the 

metronome on the beat (reaching maximum wrist flexion on the downbeat of the 

metronome) or on the metronome offbeat (reaching maximum wrist extension on 

the off-beat). 

 

¶ For both hands conditions, you will need to move both hands with the 

metronome on the beat (both hands reaching maximum flexion to the beat of the 

metronome) or with one hand moving with the metronome on the beat and the 

other hand moving to the metronome offbeat (your dominant hand reaching 

maximum flexion and your non-dominant hand reaching maximum extension to 

the beat of the metronome). 

 

¶ You must try to maintain the tasks (on the beat or offbeat) for as long as possible. 

o If coordination is lost, continue the task to the best of your ability. 

 

¶ You will be given 2 minutes break to prevent fatigue from affecting the next trial 

between each trial. 

o If  you still feel fatigued by the end of the 2 minutes, another 2 minutes 

will be provided. 
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Data Transformations 

Continuous Relative Phase 

 The method proposed by Lamb and St ckl (2014) was used for calculating the 

continuous relative phase (CRP) of the different component couplings: limb to limb and 

limb to the metronome. The method for calculating CRP is as follows: 

1. Centring the amplitude of the data about zero  

¶ ὼ ὸ ὼὸ άὭὲὼὸ  (Equation 6) 

2. Transforming each signal into an analytic signal using the Hilbert transform. 

¶ ‒ὸ ὼὸ ὭὌὸ (Equation 7) 

3. Calculating the phase angle for each signal  

¶  ὸ ὥὶὧὸὥὲ  (Equation 8) 

4. Calculating the continuous relative phase.  

¶ ὧὶὴὸ   ὸ   ὸ ὥὶὧὸὥὲς  (Equation 9) 

Performance Metrics 

Relative Phase Variation 

 RPV is utilized to determine how similar a limb's movement is to another 

component: either the opposing limb or metronome. RPV is calculated by taking the 

variance of the CRP (Lamb and Stöckl, 2014). We infer stability through this procedure 

through the RPV change: a larger RPV would indicate that the participant could not 
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maintain the task condition than a smaller RPV. All RPV calculations were completed 

using Matlab 2019A. 

 

Data Processing 

The raw data (Figure 9) was first cropped between the initial and final 

metronome beeps. It was then smoothed via a low-pass second-order Butterworth filter 

at 0.2 Hz (Figure 10). Finally, the CRP (Figures 11-14) and RPV of the task were 

calculated for the entire task. For couplings involving the metronome, a cosine wave 

driven at the various movement frequencies was used. 

 

Figure 9 - Raw data from a bimanual in-phase task. The joint angle is measured in degrees, with a 

decrease in angle representing wrist flexion. 
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Figure 10 - Centred data from a bimanual in-phase task. The joint angle is measured in degrees, 

with a decrease in angle representing wrist flexion. The centring method is detailed in Equation 6. 
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Figure 11 - Analytic signal from a bimanual in-phase task. The method of transformation is detailed 

in Equation 7. 

 

Figure 12 - Imaginary portion of the analytic signal from a bimanual in-phase task. The method of 

transformation is detailed in Equation 7. 
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Figure 13 - Phase angle from a bimanual in-phase task. The method of transformation is detailed in 

Equation 8. The phase angle is measured in radians and is bound between Ñˊ. 

 

Figure 14 - Continuous relative phase (CRP) of a bimanual in-phase task. The method of 

transformation is detailed in Equation 9. CRP is measured in Radians and is bound between Ñˊ. 
























































































