Membership Inference Attacks on Machine Learning Models: Analysis and Mitigation

by

Md Shamimur Rahman Shuvo

Bachelor of Computer Science and Engineering, Rajshahi University of Engineering and Technology, Bangladesh, 2012

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF

Master of Computer Science

In the Graduate Academic Unit of Faculty of Computer Science

Supervisor(s): Dima Alhadidi, Ph.D., School of Computer Science, UWINDSOR
Saqib Hakak, Ph.D., Department of Computer Science
Examiners Board: Kalikinkar Mandal, Ph.D., Faculty of Computer Science, Chair
Rongxing Lu, Ph.D., Faculty of Computer Science
External Examiner: Mohsen Mohammadi, Ph.D., Department of Mechanical Engineering, UNB

This thesis is accepted by the Dean of Graduate Studies

THE UNIVERSITY OF NEW BRUNSWICK

January, 2021

© Md Shamimur Rahman Shuvo, 2021
Abstract

Given a machine learning model and a record, membership attacks determine whether this record was used as a part of the model’s training dataset. Membership inference attack can present a risk to private datasets if these datasets are used to train machine learning models and access to the resulting models is open to the public. For example, knowing that a certain patient’s record was used to train a model associated with a disease can reveal that the patient has this disease. To construct attack models, multiple shadow models are created that imitate the behavior of the target model, but for which we know the training datasets and thus the ground truth about membership in these datasets. Attack models are then trained on the labeled inputs and outputs of the shadow models. There is a desideratum to conduct more analysis about this attack and accordingly to provide robust mitigation techniques that will not affect the target model’s utility. In this thesis, we discussed new combinations of parameters and settings, which were not explored in the literature to provide useful insights about the behavior of the membership inference attack. We also proposed and evaluated different mitigation techniques against this type of attack considering different training algorithms of the target model. Our experiments showed that, the defense strategies mitigate the membership inference attack considerably while preserving the utility of the target model. Finally, we summarized and compared the existing mitigation techniques with our results.
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Chapter 1

Introduction

Machine learning (ML) is the science of getting computers to learn and act like humans do, and improve their learning over time in autonomous fashion, by feeding them data and information in the form of observations and real-world interactions [14]. It has become the base of many internet services ranging from voice recognition, natural language processing, image classification and many more. Many real world companies use machine learning to improve their business through marketing and advertising by analysing user behavior and trends. Most of the internet giant companies like Amazon, Google, and Microsoft provide machine learning as a service (MLaaS) platform to the users lacking machine learning expertise. In MLaaS, a user uploads their own datasets to the server which is processed inside the server and a trained model is returned to the user as a black-box API which is used by the user to help developing their business.

Three different roles are possible in any ML systems. The input party also known as contributors who owns the data, the computation party who performs the required ML tasks, and the prediction party who predicts the new samples as well as help structuring the data based on the model provided by the computation party. In such architecture, the data owner(s) send their collected data to the computation party
to perform the desired ML tasks and formulate a model (also known as a hypothesis function) and delivers the model to the prediction party. The prediction party then predicts the new samples based on the model and output the prediction result to the user. The privacy is naturally preserved if all the three roles are carried out by a single entity, but for different entities, privacy becomes a major concern.

With the increasing popularity of machine learning, ML models are vulnerable to various types of privacy and security attacks such as membership inference attack \[74, 78\], model inversion attack \[21, 22\], model extraction/stealing attack \[85\], property inference attack \[2, 23, 52\], hyper-parameter stealing attack \[64, 91\], poisoning attack \[84\], adversarial attack \[8, 27, 43, 66, 67, 89, 96\] and many more. Among the attacks on ML models, in this thesis, we focused on analysing membership inference attack and developing mitigation techniques to encourage individual data owners to share their data and help developing a better ML model by preserving the privacy of the data from this attack without compromising the effectiveness of the model.

### 1.1 Motivation

Membership inference attack determines the presence of a data record in the training data of the model. A successful membership attack can present severe risk to private datasets (e.g. healthcare data and location data) if these are used to train a machine learning model and access to the resulting model is open to the public. For example, if a machine learning model is trained on the data collected from people with a certain disease, by knowing that a patient’s data belong to the training data of the model, an attacker can learn the patient’s health condition and thus the privacy of the individual can be breached. This is also important for machine learning services such as Google Prediction, as an inability to guarantee the privacy of training data would
preclude a significant number of customers from using their services. Membership inference attack has been successfully conducted on healthcare data \cite{4} and also on location data \cite{69}.

Shokri \textit{et al.} \cite{78} was the first to conduct membership inference attack on machine learning models. Shokri \textit{et al.} \cite{78} have investigated the attack in the most difficult setting, where the adversary’s access to the model is limited to the black-box queries that return the model’s output on a given input. The attack is based on the idea that there are noticeable patterns in outputs which are noticed and evaluated by a machine learning model. Keeping this in mind, Shokri \textit{et al.} \cite{78} used multiple machine learning models (one for each predictive class), known as attack models, to infer the members from the target model. The authors \cite{78} proposed to build multiple shadow models to imitate the behavior of the target model and to generate the data necessary for the attack model training.

Shokri \textit{et al.} \cite{78} made two important assumption to conduct the membership inference attack against machine learning models. First one is to construct multiple shadow models with the same structure as the target model to mimic the target model’s behavior. Second assumption is related to the data generation for the shadow model training. Shokri \textit{et al.} \cite{78} used the same distribution as the target model’s training data to generate the data to train the shadow models which is eventually relaxed by synthetic data generation.

Salem \textit{et al.} \cite{74} relaxed the assumptions made by Shokri \textit{et al.} \cite{78} to broaden the scope of membership inference attacks against machine learning models. The authors used three different adversarial scenarios based on the design and training data of the shadow models. In the first scenario, Salem \textit{et al.} \cite{74} used a single shadow model along with a single attack model to infer the members but the data generated
for the shadow model has the same distribution as the data used to train the target model which is relaxed in the second scenario. In this scenario, the adversary has no knowledge about the target model’s structure or the data distribution. Finally, in the last scenario, Salem et al. [74] dropped the idea of using shadow model training for the membership inference attack. The attacker queries the output of the target model with the target data and based on the statistics (such as entropy) differentiates the members from the non-members of the data. This scenario overcomes the training process but relies on threshold choosing method (choose a threshold to take the data after that threshold) for successful and concrete membership inference attack.

Defending against membership inference attacks is an urgent research problem. Several mitigation techniques have been introduced so far against membership inference attacks on machine learning models. Some examples are regularization [78], differential privacy [37, 71], min-max game [61], dropout [74], and model stacking [74]. Some of the present defense strategies rely on a third party to guarantee membership privacy which can easily be breached by the compromised third party. Differential mechanism provides privacy guarantee up to the privacy parameter but imposed a significant amount of classification accuracy loss for protecting large models with high dimensional data. For this, there is a desideratum to conduct more investigations to discover the different reasons behind this attack and accordingly to provide robust mitigation techniques that will not affect the utility of machine learning models. We investigated membership inference attacks under a black-box access scenario in which the adversary can only probe the target model with an input and receive the corresponding predictions.

1.2 Objectives

The main objectives of the thesis can be summarized as follows:
To provide useful insights about the membership inference attack on machine learning models.

To characterize the membership inference attack on machine learning models from different perspectives and combination of training algorithms.

To develop the defense techniques against this attack which will maintain both the utility of the model as well as the privacy of the members taking part in training the model.

### 1.3 Our Contributions

My contributions [79] in this thesis can be summarized as follows:

- We discussed new combinations of parameters and settings, which were not explored in the literature to provide useful insights about the behavior of the membership inference attack. We conducted an empirical study to characterize the attack from different perspectives: number of shadow models, number of attack models, confidence thresholds, and different combinations of training algorithms for the different models (the target model, the shadow models, and the attack model) included in the attack.

- We studied the effect of Gaussian noise layers of Lasagne [12], which is a lightweight Python library, to mitigate membership inference attacks for target models trained with feed-forward neural networks.

- We studied the effect of regularization to mitigate membership inference attacks for target models trained with logistic regression. To the best of our knowledge, this thesis is the first to conduct such an experiment.
We studied the effect of Gaussian noise layers of Lasagne [12] and Adversarial Noise layer (ANL) (regularization) [99] to mitigate membership inference attacks for target models trained with Convolutional Neural Network (CNN).

We proposed and evaluated the use of the exponential mechanism [49] for all three types of training algorithms (feed-forward neural networks, convolutional neural networks, and logistic regression) of the target model to mitigate the membership inference attack.

We conducted a comparative study between some existing mitigation techniques and our results in terms of the target model training accuracy, target model testing accuracy, and attack accuracy. The comparison of different existing countermeasures against membership inference attacks has a great relevance for the design of future models.

1.4 Thesis Organization

Rest of the thesis is organized as follows. In Chapter 2, we discussed the related work. We discussed the different attacks on machine learning models, different mitigation techniques against the membership inference attack and some privacy-preserving techniques to preserve the privacy while model generation and prediction. We detailed the membership inference attack as described by Shokri et al. [78] in Chapter 3. The analysis of the membership inference attack is presented in Chapter 4 which is followed by the results of our proposed mitigation techniques together with the comparison study in Chapter 5. In fine, we conclude our thesis mentioning about the future scope of the research in Chapter 6.
Chapter 2

Related Work

In this chapter, we first detailed different types of attacks against machine learning. Then we summarized the related work to the membership inference attack together with the existing mitigation techniques. At the end, we summarized the privacy-preserving mechanisms for the machine learning models during computation and prediction.

2.1 Attack against Machine Learning Models

Machine learning models are vulnerable to various types of attack. Different types of privacy or confidentiality attacks has been successfully conducted on ML models. Among them, model inversion attack [21, 22], model extraction attack [85], property inference attack [2, 23, 52], hyper-parameter stealing attack [64, 91], poisoning attack [84], and adversarial attack [8, 27, 43, 66, 67, 89, 96] are noteworthy.

Model Inversion Attack. In model inversion attack, an attacker tries to infer sensitive attributes of given data instances from a released model and also the instance’s non-sensitive attributes. Fredrikson et al. [22] successfully conducted a model inversion attack in biomedical settings. This attack is able to use black-box access to
prediction models in order to estimate aspects of someone’s genotype. Model inversion attack has also been investigated on commercial machine learning as a service (MLaaS) APIs [21] to recover images from a face recognition model.

**Model Extraction Attack.** Model extraction attack also known as model stealing attack recovers the model parameters via black-box access to the target model. Tramèr et al. [85] explored a model extraction attack that finds the parameter of a model given its predictions (confidence values).

**Hyper-parameter Stealing Attack.** Another form of model extraction or stealing attack is the hyper-parameter stealing attack [64, 91] where an attacker’s goal is to know the different hyper-parameters of neural networks used during training the model. Effective adversarial examples can be generated against the black-box model by revealing the internal information of the target model [64]. Hyper-parameter stealing attack does not only target neural networks but also other types of ML algorithms like logistic regression and support vector machine [91].

**Property Inference Attack.** The aim of this attack is to infer certain property of information from the target model [2, 23, 52]. A meta-classifier has been built to infer useful information from other classifiers to obtain the information about the training sets for the target classifier [2]. Melis et al. [52] has exploited property inference attack on collaborative learning while Ganju et al. [23] inferred the global properties of the training data from a white-box fully connected neural network.

**Poisoning Attack.** Noise is added to the data points in a controlled way to mislead the training process during poisoning attack [84]. Perturbed inputs are used in adversarial training to increase the robustness of the model built with small datasets. But for models with large datasets, adversarial training converges to a degenerated global minimum. Adversarial training generally defends the model from the attack.
But due to poisoning attack, the adversarial training generates weak perturbations for models built with large datasets which failed to defend the model [84].

**Adversarial Attack.** Perturbing an input in a specific way that causes a machine learning model to make a false prediction is known as adversarial attack [8, 27, 43, 65, 67, 89, 96]. Autonomous driving and voice recognition system face severe risks due to this type of attack.

**Membership Inference Attack.** Membership inference attack determines the presence of a data sample inside a certain dataset. Homer *et al.* [33] developed a method to infer the members in biomedical settings specially on genomic data which is further studied in [4, 19]. Comparing the summary statistics like mean and standard deviation with the target database, the presence of the data in the database can be determined [33]. Log-likelihood ratio test has been used as the statistical testing method. Backes *et al.* [4] and Hagestedt *et al.* [28] used the similar membership inference attacks to detect membership from MicroRNA and DNA methylation data, respectively. Mobility data [69, 70] can also be subject to membership inference where the attacker infers the presence of a user’s location used for computing a model from a location dataset.

### 2.2 Membership Inference Attack against Machine Learning Models

Shokri *et al.* [78] conducted the first membership inference attack against machine learning models to arbitrate the presence of a data sample during training a model from a black-box target model. To construct the attack model, the attacker creates multiple shadow models similar to that of the target model to replicate the behavior of the target model and also to generate the data for training the attack
model. The data to train the shadow model are assumed to be of the same distribution as one of the target model. The authors [78] built multiple attack models each representing a predictive class of the target model. The shadow models give probability score vectors which are queried with the dataset used for training the particular shadow model. The data are labelled “in” if used for training and labelled “out” if used for testing. The probability score vector along with the label “in/out” are used to train the attack model. As the final class label of the attack model are either “in” or “out”, the attack model is a binary classifier which infers the members of the target model based on the probability score vector of the target model output. The authors [78] used multiple shadow models and class-specific attack models for the successful membership inference attack. We experimentally analysed the usefulness of having multiple shadow models for the successful attack. We also experimentally demonstrated the difference of having class-specific attack model and class-independent attack model for the success of this type of attack. In a class-specific attack model, the data points are separated for a particular class. For example, if we have a dataset consisting of “n” classes, then a class-specific attack model will built “n” models for each individual class. But for a class-independent attack model a single model will be built with the “n” classes. We demonstrated how these two type of models affect the membership inference attack.

Salem et al. [74] broaden the scope of the membership inference attack by relaxing the assumption of Shokri et al. [78] in terms of both model and data independent adversary in a black-box target model. First of all the authors [74] relaxed the assumption on the number of shadow models by using a single shadow model to generate the data for the attack model training. But using a single shadow model provides less data to the attack model to be trained on. As a result, the attack accuracy becomes less than when using multiple shadow models. Later, Salem et al. [74] showed that the data need not to be of the same distribution as the target
data and the structure can be different for training the shadow model. Finally, they proposed the attack without any shadow training scheme by relying only on the output of the target model queried with target data points.

Membership inference attack has also been conducted on federated learning [62, 51, 87]. Nasr et al. [62] conducted the attack on white-box deep learning models to infer the data records. The attacker utilized the privacy vulnerability of the stochastic gradient descent of the deep learning model to collect the data sample’s feature and conduct the membership inference attack. In collaborative machine learning, participants share their model parameter with each other to built a joint model. Attack can be successfully conducted by any adversarial participants to infer the data points in other’s training set and also the property of any subset of data can be inferred [51].

Truex et al. [87] showed the vulnerability of membership inference attack in collaborative learning if the adversary is one of the participants in the learning process. Truex et al. [87] comprehensively studied the membership inference attack to demystify two different perspectives: developing a generalized black-box membership inference attack model and showing the importance of the model choice. The showed the transferability of the attack model of the membership inference attack. Irolla and Châtel [35] showed that the confidence level interval of the “in sample” and the “out sample” has no or a little impact on the success of the membership inference attack. Membership inference attack has also been conducted using an imbalanced dataset and on an adversarial machine learning model [86]. The minority class of the imbalanced dataset is more vulnerable and increases the risk of the membership inference attack than the majority class. It is also shown [86] that differential privacy presents many trade-offs as a mitigation technique to membership inference risk.
Given a distribution of any original dataset, realistic sample can be generated using a generative model. Hayes et al. [30] showed that the state-of-the-art Generative Adversarial Networks (GANs) are vulnerable to the membership inference attack in both white-box and black-box settings. The authors [30] successfully attacked a generative adversarial network (GAN- combination of discriminative and generative model) and detect the overfitting by learning the statistical differences in the data distribution. Hilprecht et al. [32] studied the attack on two different architectures namely Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) on standard image data which outperformed the previous attack presented by Hayes et al. [30]. Effectiveness of the membership inference attack against GANs largely depends on the model type and training configuration of the model [10]. Chen et al. [10] experimentally analysed the effectiveness of the attack on deep GANs using image, location and medical data.

Large data in social media helps in developing social media analytic model which can also be vulnerable to the membership inference attack. Liu et al. [44] inferred the members of a training dataset by detecting the prediction behavior of the publicly available social analytic model with a mimic model that shows similar predictive behavior as the public model. Zhang et al. [102] investigated the algorithmic fairness issue in membership inference attack by formalizing the vulnerability disparity (VD) notation that quantifies the attack difference in different demographic groups. Long et al. [47] studied the effect of vulnerable instances on the membership inference attack and developed a new generalized membership inference attack. Overfitting and compromised adversary in collaborative learning are not the main factor for successful membership inference attack, vulnerable data in the training dataset are also responsible for the attack. It should be mentioned that, most of the membership inference attacks were conducted on classification models [46, 47, 61, 62, 74, 78, 98].
2.3 Mitigation Techniques of Membership Inference Attack

Membership inference attack breaches the privacy of the data taking part in training a machine learning model. Protecting the machine learning model from this attack is a major research problem. In the following, we summarize the defence techniques introduced so far against this attack.

2.3.1 L2-Regularizer

Overfitting in machine learning model is a common reason but not the only reason for a successful membership inference attack. Overfitting happens when a model learns the detail and noise in the training data to the extent that it negatively impacts the performance of the model on new data. There are a number of techniques such as $L_1$-regularization, $L_2$-regularization, and cross-validation to overcome the overfitting problem of ML models.

Shokri et al. [78] used the conventional $L_2$-regularizer as a defence technique to overcome the membership inference attack on machine learning models trained using a neural network. $L_2$-regularizer adds “squared magnitude” of coefficient $\lambda \sum_i \beta_j^2$ as the penalty term to the model’s loss function, where $\beta_j$ are the model’s parameters and $\lambda$ is the regularization parameter. Larger regularization parameter gives larger regularization effect during training. Shokri et al. [78] evaluated the effect of $L_2$-regularization on two different target models of which one is constructed using cloud-based “Machine Learning as a Service” platform and the other one is with a target model trained with a neural network. The evaluation result by using $L_2$-regularizer to mitigate the membership inference attack was not effective enough. It reduced the model’s performance on the test data. To avoid the per-
formance degradation of the model and to increase the privacy of the data, other regularization methods are needed. Our proposed method of Gaussian noise layer in neural networks overcomes this limitation of performance degradation of the model as well as prevents the data leakage by the attack model.

2.3.2 Min-Max Game

Min-max is a kind of backtracking algorithm that is used in making a decision. The benefit of min-max game theory is minimizing the possible loss of a scenario while maximizing the gain of the same.

Nasr et al. [61] studied the min-max privacy game between the membership inference attack and the defence technique of the target model. To achieve the goal, Nasr et al. [61] designed an optimization problem which minimizes the classification error of the target model (high utility) as well as the maximum gain of the membership inference attack against it (high privacy). An adversarial training process has been introduced to train the model in a similar way as that of generative adversarial networks [26] and other adversarial training processes for machine learning models [13, 14, 41, 55, 63]. The gain of the attack has been added as a regularizer for the target model to protect the data privacy of the model. The trade-off between the classification error and the membership privacy can be controlled using a regularization parameter in this method.

Min-max optimization technique against membership attack formalized a joint privacy and classification objective where the inner maximization finds the strongest inference attack model against a given classification model and the outer minimization finds the strongest defence for that classification model. An external parameter $\lambda$ controls the trade-off between privacy and accuracy of the model and also acts as a regularizer for the model. Two different models are trained alternatively in each
epoch to find the best response for the nested optimization problem which consumes time during training.

### 2.3.3 Dropout

Dropout is a way of regularization that drops a neuron with a certain probability during the training of a neural network in each iteration [81]. By approximating a large number of neural networks, training with different architectures in parallel, this method regularizes a neural network. Dropout is very much effective in reducing the overfitting problem of a neural network built model.

Salem *et al.* [74] explored the use of dropout as a mitigation technique against membership inference attack for a model trained with a neural network. The dropout has been added for both the input and hidden layer of the neural network to delete a specified portion (dropout ratio) of the edges in each training iteration randomly. Their empirical results showed the effectiveness of the target model in reducing the overfitting level which has been calculated by subtracting the original target model’s overfitting level from the dropout-defended target model’s overfitting level. Effective dropout results in larger reduction of overfitting level and thus protecting the target model from the membership inference attack.

Reducing overfitting level largely depends on the dropout ratio. Larger dropout ratio reduces the attack performance more than the smaller dropout ratio which also affects the performance of the model’s utility. With large dropout ratio, lower is the attack performance as well as the utility of the target model. It is required to mediate the dropout ratio to maintain a trade-off between the utility of the target model and privacy of the training data. It is to be mentioned that, dropout does not work well in preserving the privacy of the target model from the membership inference attack for a small featured dataset.


2.3.4 Model Stacking

Salem et al. [74] also used another defence mechanism for preserving the privacy of the target model. Dropout is only limited to the target model trained with a neural network. For target models trained with other algorithms, model stacking can be used. Model stacking is a type of ensemble learning algorithm where multiple weak classifiers are organized in a hierarchical way. The output of one classifier is used as the input of the classifier in the next level and finally the output of the classifier in the last level is used as a final model for the classifier. Figure 2.1 shows a simple architecture of model stacking.

![Model Stacking Diagram](image)

Figure 2.1: Model Stacking

Salem et al. [74] used a two-level model stacking architecture to preserve the privacy of the target model from the membership inference attack where the first level takes the original data sample as the input and the second level takes the posteriors of the first level as the input. Finally, the output of the second level is the resultant model. The idea behind this defence strategy is that, different subsets of data are used to train different parts of the target model which helps reducing the overfitting possibility of the target model. Salem et al. [74] first applied the input on each of the two models to get the posteriors which are concatenated and applied to the third model to get the final output. Salem et al. [74] trained the
models of the first layer with disjoint set of data (i.e. no model were trained with same data points to maximize the prevention of overfitting). Their [74] experimental results proved the effectiveness of model stacking against the membership inference attack. Though model stacking is effective against the membership inference attack, the time complexity is high for this type of training as multiple models are trained to get a final model. We proposed and evaluated the use of noise layers at the time of training the target model such that not to increase the training time of the target model as well as to protect the target model from the membership inference attack.

2.3.5 Differential Privacy

The classical method for privacy-preserving machine learning is the differential privacy [17]. An algorithm is differentially private if the presence of any individual’s data can not be found in the original dataset by looking at the output of the algorithm [95]. Many privacy attacks including linkage attack [60, 83], reconstruction attack [13] and differencing attack [33] can achieve mathematical provable guarantee of privacy using differential privacy [18]. It guarantees to protect only the private information, but not the general information. Differentially private algorithms rely on random noise to make the data noisy and imprecise to help preserving the privacy of the data [16]. There are two different methods, noise and exponential mechanism [49] to achieve differential privacy.

Rahman et al. [71] studied the impact of the membership inference attack against a differentially-private deep learning model. A composite function has been learnt by a deep neural network from the inputs after passing through different nonlinear transformations on the inputs in multiple layers. Rahman et al. [71] bounded the sensitivity of the component functions in each layer and noise has been added to the bounded-sensitivity functions to achieve a differentially private deep model. The
A differentially private deep model has been composed of two components. One is the Differentially Private Stochastic Gradient Descent (DPSGD) to achieve a differentially private version of the stochastic gradient descent algorithm and another is the moments accountant \cite{1} where privacy has been bounded by a budget.

In DPSGD, Rahman \textit{et al.} \cite{71}, clipped the gradients to achieve maximum $L_2$-norm bound before updating the parameter which prevents any data to dominate the training and to overcome the overfitting of the model parameters. After that, Gaussian noise has been added to the clipped gradients before updating the parameter to achieve the differential privacy. Privacy of the model has been bounded by the noise scale and the clipped threshold for the gradients in DPSGD by the moments accountant.

Differentially-private deep models provide privacy protection by considerably sacrificing the model utility \cite{71,86}. Noise has been added to the objective function \cite{9,36,40} to learn a model in a differentially private system. Noise can also be added to the gradient descent or stochastic gradient descent in each iteration to minimize the objective function \cite{1,5,80,92,100} of the model to increase the privacy. Shokri and Shamitkov \cite{77} designed a differentially-private approach for deep neural network in the collaborative learning.

Differential privacy guarantees a privacy up to the privacy parameter $\epsilon$. The lower the privacy budget $\epsilon$, the lower the information leakage and the higher the privacy guarantee. Most of the differential privacy mechanisms do not include utility in the design objective of the privacy mechanism. As a result, this might impose a significant loss of utility for protecting a large model with high dimensional data for small privacy budget $\epsilon$. 
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2.3.6 MemGuard

Jia et al. [37] evaluated a defence method named “MemGuard” to guarantee the formal utility-loss against the membership inference attack in black-box settings. Jia et al. [37] explored the use of a noise vector to turn the confidence score vector of the model into an adversarial example that misleads the attacker’s classifier.

MemGuard is a two-phase process. In the first phase, “MemGuard” finds a noise vector to turn the confidence score vectors into adversarial examples. This phase relies on a third party to calculate the noise vector. This third party trains a classifier for membership inference to craft the noise vector based on its own classifier which aims to mislead the attacker’s classifier as the noise vector misleads its own classifier in inferring the members. In the second phase, “MemGuard” adds the noise vector to the true confidence score vector with certain probability such that the expected confidence distortion is bounded by a budget. Jia et al. [37] achieved two goals through “MemGuard”. Firstly, they mislead the attacker’s classifier to ensure privacy of the data and secondly, they ensure the utility of the model.

“MemGuard” relies on a third party to calculate the noise vector to protect the target model from the membership inference attack. But if the third party is compromised, it would not be possible to ensure the privacy of the data taking part in training a model. It also relies on the parameter “$\epsilon$” to control the trade-off between membership privacy and confidence score vector distortion which is dataset dependent. Jia et al. [37] defined a threshold for the inference accuracy for various classifiers and modified $\epsilon$ based on the threshold. Our proposed mitigation strategy has no such assumption about the threshold and it does not rely on any third party to calculate the noise for the target model.
2.3.7 Weight Normalization

Weight normalization is a method that normalizes the weights of the layers of a neural network to decouple the norm of the weight vector from its direction [75]. Hayes et al. [30] explored the possibility of weight normalization as a defence mechanism against the membership inference attack on generative models. The underlying distribution of a dataset are estimated to generate realistic samples according to the distribution in a generative model. This model includes the distribution of data itself to tell how likely a given sample would be. Generative models are much simpler than generative adversarial networks (GANs) as this model can assign a probability to a sequence and also can generate new data instances.

Hayes et al. [30] first explored the membership inference attack against generative models and also provided a mitigation technique against the attack through weight normalization. Overfitting has been detected by a combination of discriminative and generative model and the members of the training dataset has been recognized using the discriminator’s capacity to learn statistical differences in the distributions which infers the members of the training dataset.

Weight normalization has been used as a defense against the membership inference attack on generative models [30]. Weights has been decoupled the length of the weights from their direction which has been applied to all layers of the generator and discriminator of the target model to minimize the inference attack. Their empirical results showed the improvement of weight normalization over random guessing but it often showed instability in training. Sometimes the discriminator has been outperformed by the generator and vice-versa. Hayes et al. [30] also explored the use of dropout as a mitigation technique against the attack on generative models which has been proved effective than weight normalization but consumed more time during training the model.
The mitigation techniques adopted against membership inference attack are summarized in Table 2.1.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Target Model Structure</th>
<th>Target Data Distribution</th>
<th>Number of Shadow Models</th>
<th>Defence Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shokri et al. [78]</td>
<td>Unknown</td>
<td>Known</td>
<td>Multiple</td>
<td>L2-regularization</td>
</tr>
<tr>
<td>Salem et al. [74]</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Single</td>
<td>Dropout, Model stacking</td>
</tr>
<tr>
<td>Rahman et al. [71]</td>
<td>Known</td>
<td>Known</td>
<td>Multiple</td>
<td>Differential Privacy</td>
</tr>
<tr>
<td>Nasr et al. [61]</td>
<td>Known</td>
<td>Known</td>
<td>-</td>
<td>Min-Max Game</td>
</tr>
<tr>
<td>Jia et al. [37]</td>
<td>Known</td>
<td>Known</td>
<td>-</td>
<td>MemGuard</td>
</tr>
<tr>
<td>Truex et al. [86]</td>
<td>Known</td>
<td>Known</td>
<td>Multiple</td>
<td>Differential Privacy</td>
</tr>
<tr>
<td>Hayes et al. [30]</td>
<td>Known</td>
<td>Known</td>
<td>-</td>
<td>Weight Normalization, Dropout</td>
</tr>
</tbody>
</table>

Table 2.1: Membership Inference Attack Mitigation Techniques

The existing defence mechanisms suffer from either privacy-utility trade off or rely on a third party. Any compromised third party can easily infer the members of the training data of the target model. For this, we proposed and evaluated three different methods for three types of models which will not depend on any third party rather will give the trade off between utility and privacy.

### 2.4 Privacy-preserving Machine Learning

Privacy-preserving machine learning is another relevant work domain. Several techniques has been introduced so far to protect the data at the computation and the prediction stages of ML systems. Among them Homomorphic Encryption (HE) [31], Secure Multi-Party Computation (SMPC) [72], Differential Privacy (DP) [77], and
Trusted Execution Environment (TEE) [34] using Intel Software Guard Extension (SGX) [48, 76] are noteworthy.

The encryption method that allows encrypted data to be processed and manipulated is the Homomorphic Encryption (HE). Any third party can be able to apply functions on encrypted data without revealing the original data and when decrypted it behaves as if the function is applied on the original data. Gilad-Bachrach et al. [24] developed a method named “CryptoNets” to securely predict from a neural network on a cloud-base service. In CryptoNets, data owner sends their data to the service provider in an encrypted form to ensure confidentiality of the data. The service provider applies the neural network to the encrypted data and sends the prediction to the data owner in the same format (i.e. encrypted prediction is sent to the data owner which can be decrypted by the data owner to get the desired prediction).

Wang et al. [93] experimentally proved the practicality and effectiveness of homomorphic encryption in training a neural network in collaborative learning. Wang et al. [93] trained distributed word vectors on encrypted data from multiple participants to ensure privacy-preserved training of a neural network using HE.

Hesamifard et al. [31] evaluated a new method, “CryptoDL” for both training and prediction of deep neural network using HE. They experimentally proved the feasibility of training and predicting the data in an encrypted form and also sharing the predicted result in an encrypted form through “CryptoDL” in a machine learning as a service platform.

Using Secure Multi-Party Computation (SMPC), multiple parties jointly computes an arbitrary function over their inputs, keeping their individual data private [104]. Bost et al. [6] studied SMPC to securely perform training as well as classification
on biomedical data. The authors identified the efficient set of operations for the encrypted data to ensure the functionality and security of the private data.

Mohassel and Zhang [57] developed “SecureML” to ensure privacy preserved machine learning training and prediction using stochastic gradient descent. They developed two party computation (2PC) model to securely train various models on the joint data shared by different data owners. “SecureML” proposes MPC-friendly alternatives to non-linear functions.

“DeepSecure” is another framework proposed by Rouhani et al. [72] for privacy-preserved deep learning. “DeepSecure” used Yao’s Garbled Circuit (GC) protocol [97] to compute secure deep learning. In this method, neither the data owners nor the cloud server are willing to reveal any of their information. SMPC has been implemented on different algorithms namely linear regression, logistic regression and neural networks.

A secure area of the main processor to execute code with high level of trust from the surrounding environment and provide confidentiality and integrity is the Trusted Execution Environment (TEE). Intel provides Software Guard Extension (SGX) [48, 76] enclaves to securely execute the code. Hunt et al. [34] explored “Chiron” to privately train a neural network using TEE. “Chiron” conceals the training data from the service provider into SGX enclaves to perform operations and give black-box access of the trained model to the user without revealing the training algorithm or model structure.

Hybrid cryptographic framework has been used [45, 73] to preserve the privacy of machine learning. In the hybrid method, different individual methods are combined to form a new protocol. Liu et al. [45] proposed “MiniONN” with SMPC and HE to classify a neural network. Liu et al. [45] transformed the neural network to an
oblivious neural network to preserve the privacy of the predictions with considerable efficiency. Sadat et al. [73] trained linear regression as well as logistic regression models using TEE (Intel SGX) and somewhat HE in a collaborative learning environment to preserve the privacy of medical data. The privacy-preserving machine learning techniques are summarized in Table 2.2.

<table>
<thead>
<tr>
<th>Author</th>
<th>ML Algorithm</th>
<th>ML Model</th>
<th>Adopted Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hesamifard et al. [31]</td>
<td>Neural Network</td>
<td>Training and prediction (CryptoDL) in MLaaS</td>
<td>HE</td>
</tr>
<tr>
<td>Bost et al. [6]</td>
<td>Classification</td>
<td>Prediction in MLaaS</td>
<td>SMPC</td>
</tr>
<tr>
<td>Liu et al. [45]</td>
<td>Neural Network</td>
<td>Classification</td>
<td>Hybrid (SMPC and HE)</td>
</tr>
<tr>
<td>Mohassel and Zhang [57]</td>
<td>Linear Regression, Logistic Regression, Neural Network</td>
<td>Training and prediction (SecureML) in MLaaS</td>
<td>SMPC</td>
</tr>
<tr>
<td>Gilad-Bachrach et al. [24]</td>
<td>Neural Network</td>
<td>Prediction (CryptoNets) in MLaaS</td>
<td>HE</td>
</tr>
<tr>
<td>Rouhani et al. [72]</td>
<td>Deep Neural Network</td>
<td>Prediction (DeepSecure) in MLaaS</td>
<td>SMPC</td>
</tr>
<tr>
<td>Hunt et al. [34]</td>
<td>Neural Network</td>
<td>Training (Chiron) in MLaaS</td>
<td>TEE</td>
</tr>
<tr>
<td>Sadat et al. [73]</td>
<td>Linear Regression, Logistic Regression</td>
<td>Training in the collaborative setting</td>
<td>Hybrid (TEE and HE)</td>
</tr>
<tr>
<td>Wang et al. [93]</td>
<td>Neural Network</td>
<td>Training in the collaborative setting</td>
<td>HE</td>
</tr>
</tbody>
</table>

Table 2.2: Privacy Preserving Machine Learning Techniques

### 2.5 Conclusion

We detailed the existing literature about the membership inference attack on machine learning models in this chapter. We also discussed the mitigation techniques applied against this attack and their limitations in mitigating the attack. We presented some
other privacy and security attacks on machine learning models. In the last part of this chapter, we discussed the privacy preserving machine learning techniques.
Chapter 3

Membership Inference Attack

In this chapter, we detailed the membership inference attack model as described by Shokri et al. [78]. We summarized the different possible ways to generate the data for the shadow model training and also the way to generate the data for the attack model training.

**Membership Inference Attack.** Machine learning models show different behavior with the data they see for the first time than the data they are trained on. An adversary exploits this behavior of ML models to construct an attack model which infers the members of a training dataset based on the output of the target model. Shokri et al. [78] constructed multiple shadow models to mimic the target model and used the output of the shadow model to train the attack model.

The target model has its private dataset that contains the labeled data records, $(x_i, y_i)$ where $x_i$ are the features of the data point and $y_i$ are the true outputs of the data point. The input of the target model is $x_i$ whereas the output from the target model is the probability vector. The class with the highest probability is chosen to be the predicted label for the data record. As we mentioned earlier, shadow models are created to mimic the target model. Shadow models also give similar output like
the target model. However, the shadow models and the target model are trained using datasets that are disjoint from each other (i.e., $D_{\text{target}} \cap D_{\text{shadow}} = \emptyset$).

The attack models are trained using the inputs and outputs of the shadow models. To construct the attack models training data, the training set of the shadow models are queried and labeled “in” and the test dataset of the shadow models are also queried and labeled “out”. As a result the training dataset of the attack model contains the output probabilities of the trained dataset with a label “in” or “out”. We used the output of the target model to infer the members using the attack model. The overview of the membership inference attack is shown in Figure 3.1.

To understand the membership inference attack, we need to discuss the following three models:

1. Target model
2. Shadow model
3. Attack model
3.1 Target Model

The target model captures the relationship between the content of the data records and their true labels. The target model takes the data records as input and after training outputs the prediction vector of probabilities. These probabilities are termed as confidence values in our work. The class with the highest confidence is chosen to be the predicted label for the data record.

Let us suppose, $D_{Train}^{Target}$ be the private training dataset of the target model, $f_{Target}$ where $(x_i, y_i)$ are the labeled data records. In this labeled data records, $(x_i)$ represents the input to the target model whereas $(y_i)$ represents the true label of the data record which takes the values from a set of classes of size $C_{Target}$. The output of the target model, $f_{Target}$ is a vector of probabilities of size $C_{Target}$ where the elements are in the range from 0 to 1 and the sum of the vector is equal to 1.

The accuracy of the target model is measured by how the model predicts the labels of other data records from the same population. The attacker has black-box query access to the target model to obtain the prediction vector for any record. The attacker also knows both the input and output formats. The attacker may have some background knowledge about the population from which the target model’s training dataset was drawn. Alternatively, the attacker may know some general statistics about the population. Membership attack exploits the idea that machine learning models behave differently on the data they were trained on versus the data they see for the first time. The goal of the attacker is to construct an attack model that can recognise the behaviour differences of the target model to distinguish members from non-members of the target model’s training dataset based on the target model’s output.
3.2 Shadow Model

The shadow models are created to overcome the challenge of training the attack model to distinguish the members from non-members of the target model’s training dataset. These shadow models are created to mimic the target model’s behavior and to create the data required for the attack model’s training. To train the attack model, multiple shadow models are built to behave similarly as the target model.

The adversary creates \( n \) number of shadow models \( f_{\text{Shadow}}^i() \) where each shadow model \( i \) is trained on dataset \( D_{\text{Shadow}}^i \). The adversary first splits its dataset \( D_{\text{Shadow}}^i \) into two sets \( D_{\text{Train}}^{\text{Shadow}} \) and \( D_{\text{Test}}^{\text{Shadow}} \) such that,

\[
D_{\text{Train}}^{\text{Shadow}} \cap D_{\text{Test}}^{\text{Shadow}} = \emptyset \quad (3.1)
\]

Adversary then trains each shadow model \( f_{\text{Shadow}}^i \) using the training set \( D_{\text{Train}}^{\text{Shadow}} \) and test the same using \( D_{\text{Test}}^{\text{Shadow}} \) set of the data. The dataset, \( D_{\text{Shadow}}^i \) for each shadow model \( i \) follows the same format and distribution of the target model’s training dataset \( D_{\text{Target}} \) which is generated using one of the methods described in the later part of this section. Shokri et al. [78] considered the worst case for the adversary such that the dataset used for training the shadow models are disjoint from the private dataset used to train the target model such that,

\[
\forall i, D_{\text{Train}}^{\text{Shadow}} \cap D_{\text{Train}}^{\text{Target}} = \emptyset \quad (3.2)
\]

The attack model is trained to recognize differences in shadow models’ behavior when these models operate on inputs from their own training datasets versus inputs they saw for the first time. The more shadow models, the more accurate the attack model will be. As a result, multiple shadow models will provide more data to the attack model for training.
**Data Generation for Shadow Models.** The adversary needs training data distributed from the same distribution as the target model's training data to train the shadow models. Shadow data can be generated using different methods mentioned below:

1. Model-based data generation
2. Statistics-based data generation
3. Noisy real data

Details of these methods are described below:

**Model-based Data Generation.** In this method, the adversary has no knowledge about the real training data and also does not have any statistics about the distribution of the target model’s training data. The concept is to make a dataset with the data records that are classified with high confidence by the target model will have similar statistics as that of the target model’s training dataset and will be a good set for the shadow models. There are two phases in model-based data generation.

1. **Search:** This phase is to find the data records classified with high confidence by the target model. This is an iterative phase where the “Hill-climbing” algorithm [88] can be used for data generation.

2. **Sample:** The phase collects the data after the search phase. This is a repeated phase which runs until the desired number of samples are collected for the shadow model’s data.

Algorithm [1] shows the pseudocode for the model based data generation proposed by Shokri *et al.* [78]. The adversary first fixes the class $c$ for the class of the synthetic data. The first phase of the data generation is searching the data records classified
with high confidence which is an iterative process. For this we first initialize a
random record $X$, sampling the value for each feature uniformly at random around
the possible values of that particular feature. The initialized record will be accepted
if and only if it increases the probability of being classified by the target model as
class $c$. This is the objective of the hill-climbing algorithm.

**Algorithm 1** Model-based Data Generation [78]

```plaintext
1: procedure Generate(class : c)
2:     $X \leftarrow \text{Rand}()$  \hfill $\triangleright$ Initialize a record
3:     $y^*_c \leftarrow 0$
4:     $j \leftarrow 0$
5:     $k \leftarrow k_{\text{max}}$
6:     for $i = 1$ to $i_{\text{max}}$ do
7:         $y \leftarrow f_{\text{target}}(X)$  \hfill $\triangleright$ Query the target model
8:         if $y_c \geq y^*_c$ then
9:             if $y_c > conf_{\text{min}}$ and $c = \text{argmax}(y)$ then
10:                if rand() < $y_c$ then
11:                   return $X$
12:             end if
13:         end if
14:         $X^* \leftarrow X$
15:         $y^*_c \leftarrow y_c$
16:         $j \leftarrow 0$
17:     else
18:         $j \leftarrow j + 1$
19:         if $j > rej_{\text{max}}$ then  \hfill $\triangleright$ Consecutive rejects
20:             $k \leftarrow \text{max}(k_{\text{min}}, \lceil k/2 \rceil)$
21:             $j \leftarrow 0$
22:         end if
23:     end if
24:     $X \leftarrow \text{Rand}(X^*, k)$  \hfill $\triangleright$ Randomize $k$ features
25: end for
26: return ⊥  \hfill $\triangleright$ Failed to generate data
27: end procedure
```

A new record is proposed by changing $k$ randomly selected features of the latest
accepted record $X^*$ in each iteration. Proposing new records are done by flipping
the binary features or features of other types are resampled for new features. When
subsequent rejection of the proposed data points, feature $k$ is initialized to $k_{max}$ which is then divided by 2 to control the search for the new record around an accepted record. The minimum value of $k$ is set to $k_{min}$ to control the speed of the search for new records with potentially higher classification probability $y_c$.

When the target model is confident enough in predicting the class of a particular data record belonging to class $c$, then the second phase of the data generation (i.e. the sampling phase) starts. This is ensured by the probability ($y_c$) predicted by the target model of a proposed data record that belongs to class $c$ becomes larger than the probabilities of all other classes and a given threshold $conf_{min}$. The record is selected for the new dataset with probability $y^*_c$. In case of failure in selecting data, the process is repeated until a record is selected for the new dataset.

The main drawback of this process is that, the adversary needs to explore the space of possible inputs efficiently and have to discover the inputs classified with high confidence by the target model. For high resolution images this process might not work. It will not also work on models with complex classification tasks.

**Statistics-based Data Generation.** Another method of data generation is the statistics-based data generation where data is generated based on a sample data that reflects the same statistical properties as the original data sample [20]. The adversary knows some statistical information about the population from where the training dataset for the target model was drawn. The adversary may also know the marginal distribution of different features of the target models’ training dataset.

**Noisy Real Data.** In this method of data generation, the adversary has access to some data of the target model’s training dataset. Based on those data, the adversary creates a new dataset by flipping the randomly selected features of the accessible data which is the noisy real data.
We explored the statistics-based data generation to generate the data for the shadow model training in most of the cases by sampling the value of each feature from its own marginal distribution. The attack models are very much effective in this case. We also explored the model-based data generation by changing the confidence threshold \((\text{conf}_{\text{min}})\). The resulting attack gives variable attack accuracy depending on the threshold.

### 3.3 Attack Model

The attack model is a collection of models, one for each output class of the target data. To train the attack model, Shokri et al. [78] used multiple shadow models, which behave similarly to the target model. However, for each shadow model, we know, if a given record is in the training set “in” or in the testing set “out”. That is why supervised training on the outputs of shadow models is used to teach the attack model how to distinguish the output of shadow models on members of the training datasets from the output of non-members.

Let, \(D_{\text{Train}}^{\text{Train}}\) be the training dataset of the attack model, which contains labeled data records \((x_i, y_i)\) together with the probability vector generated by the shadow model for each record \(x_i\) and “in” if \(x_i\) is used for training the shadow model or “out” if \(x_i\) is used for testing it. The attack model’s input is composed of a correctly labeled record and a prediction vector of probabilities generated by the target model for the corresponding record. Since the goal of the attack is decisional membership inference, the attack model is a binary classifier with two output classes, “in” and “out”.

**Data Generation for Attack Model.** The training data for the attack model comes from the inputs and outputs of the shadow models. Each of the shadow
models are queried using all the records of its own training dataset as well as with the disjoint test dataset of the same size to get the output. First of all, a particular shadow model is queried with its training dataset to get the output vectors which are labelled “in” and added to the attack model’s training dataset. Then the same shadow model is queried with the test dataset disjoint from its training dataset to obtain the output vectors which are labelled “out” and also added to the training set of the attack model. The same process is repeated for all the shadow models to construct the training dataset of the attack model. This dataset reflects the black-box behavior of the shadow models on their training and test data.

Let, \((x, y) \in D_{\text{Shadow}}^{\text{Train}^i}\) be the training dataset of the \(i^{th}\) shadow model. For all training data of the \(i^{th}\) shadow model, the prediction vector \(Y = f_{\text{Shadow}}^i(x)\) is generated and the record \((y, Y, \text{in})\) is added to the training dataset of the attack model where the prediction vector is \(Y = f_{\text{Shadow}}(x)\). Again, let, \(D_{\text{Shadow}}^{\text{Test}^i}\) be the test dataset disjoint from the training dataset of the \(i^{th}\) shadow model. Then, \(\forall (x, y) \in D_{\text{Shadow}}^{\text{Test}^i}\), the prediction vector \(Y = f_{\text{Shadow}}^i(x)\) is computed and the record \((y, Y, \text{out})\) is added to the training dataset of the attack model. Same procedure is applied to all the shadow models to get the training set, \(D_{\text{Attack}}^{\text{Train}}\) for the attack model. Shokri et al. [78] splits the dataset \(D_{\text{Attack}}^{\text{Train}}\) into \(c_{\text{Target}}\) partitions, each representing an independent class of the target model and train a separate model for each class that predicts the “in” or “out” status of \(x\). The overall membership inference attack on machine learning models has been illustrated in Figure 3.2.

### 3.4 Conclusion

This chapter comprised of the details on membership inference attack on machine learning models. We discussed about different data generation techniques for the shadow model and also the data generation technique for the attack model. This
Figure 3.2: Membership Inference Attack on ML models [78]
chapter tells us about the process of attacking the machine learning model by an attacker to infer the members of the private training data.
Chapter 4

Analytical Results of Membership Inference Attack

This chapter discusses new combinations of parameters and settings, which were not explored in the literature to provide useful insights about the behavior of the membership inference attack. We conducted an empirical study to characterize the attack from different perspectives: number of shadow models, number of attack models, confidence thresholds, and different combinations of training algorithms for the different models included in the membership inference attack: the target model, shadow models and the attack model.

4.1 Experimental Setup

We used MNIST dataset [32] for our experiment to evaluate the membership inference attack. This is a dataset of 70,000 handwritten digits formatted as $32 \times 32$ images and normalized so that the digits are located at the center of the image. We performed our experiments on 2.6 GHz 6-Core Intel Core i7 processor with 32 GB 2667 MHz DDR4 memory in macOS Catalina version 10.15.5. We used 10,000 randomly selected images for our target model of which 9,000 images were used for
training the target model and the remaining 1,000 images were used to test the target model.

- **Feed-forward Neural Network (FFNN)** [50]. Its different parameters are detailed in Table 4.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden layer(s)</td>
<td>1</td>
</tr>
<tr>
<td>Number of nodes in hidden layer</td>
<td>1000</td>
</tr>
<tr>
<td>Activation function for hidden layer</td>
<td>tanh</td>
</tr>
<tr>
<td>Activation function for output layer</td>
<td>softmax</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Number of epoch</td>
<td>1000</td>
</tr>
<tr>
<td>Batch size</td>
<td>1000</td>
</tr>
<tr>
<td>L-2 ratio</td>
<td>$1e^{-15}$</td>
</tr>
</tbody>
</table>

Table 4.1: Experimental Setup for FFNN

- **Softmax regression.** The learning rate was 0.0001 and the $L^2$-regularization was $1e^{-15}$. Softmax regression is a generalization of logistic regression used for multiclass classification.

- **Convolutional Neural Network (CNN).** Its parameters are detailed in Table 4.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Shape</td>
<td>$28 \times 28$</td>
</tr>
<tr>
<td>Number of Convolution Layer</td>
<td>2</td>
</tr>
<tr>
<td>Number of Max Pooling Layer</td>
<td>2</td>
</tr>
<tr>
<td>Strides (in each layer)</td>
<td>(5, 5)</td>
</tr>
<tr>
<td>Max Pooling (in each layer)</td>
<td>$2 \times 2$</td>
</tr>
<tr>
<td>Hidden Layer Activation</td>
<td>tanh</td>
</tr>
<tr>
<td>Output Layer Activation</td>
<td>Softmax</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch Size</td>
<td>1000</td>
</tr>
<tr>
<td>Number of epoch</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental Setup for CNN
• Logistic regression. We implemented it using the python library, Scikit-learn [68]. We used the “LBFGS” [7] solver of logistic regression with $L_2$-regularization. The inverse of our regularization strength was 0.0001. We used the “ReLU” [59] as the activation function. All other meta parameters like the batch size, train-test data ratio, and the number of epochs remained the same to the ones used with FFNN and softmax regression.

The epoch and batch size is the same for FFNN, softmax regression, and logistic regression. We took 1,000 data in a single batch and run 1,000 epochs in a single experiment through out our work. For CNN we used 200 epochs whereas the batch size remains the same. We generated different number of shadow models for our different experiments. We explored the statistics-based data generation to generate the data for the shadow model training in most of the cases by sampling the value of each feature from its own marginal distribution. The attack models are very much effective in this case. We also explored the model-based data generation [78] by changing the confidence threshold ($conf_{min}$). The resulting attack gives variable attack accuracy depending on the threshold. We generated 10,000 records for each shadow model of which 90% were used for training and 10% for testing.

### 4.2 Evaluation Metrics

There are different metrics for measuring the accuracy of our attack model. Some of them are:

1. **Classification Accuracy**: Measures the ratio of correct predictions to the total number of input samples [53].

2. **Logarithmic Loss**: Works by penalising the false classification [58].
3. **Confusion Matrix:** Describes the complete performance of the model as true positives, true negatives, false positives and false negatives [82].

4. **Area Under Curve:** This ranks the probability of a randomly chosen positive example higher than the negative example. The ranking depends on the sensitivity and specificity of the data [29].

5. **Mean Absolute Error:** The average of the difference between the original values and the predicted values [94].

6. **Mean Squared Error:** It takes the average of the square of the difference between the original values and the predicted values [90].

7. **Precision:** It is the ability of a model to return only relevant instances [65].

8. **Recall:** It is the ability of a model to identify all relevant instances [65].

The standard metrics for measuring the attack accuracy are the precision and recall. In the attack model, the precision represents what fraction of records inferred as members are indeed members of the training dataset.

\[
\text{precision} = \frac{\text{truepositives}}{\text{truepositives} + \text{falsepositives}}
\]

But recall represents what fraction of the members of the training dataset are correctly inferred as members by the attacker.

\[
\text{recall} = \frac{\text{truepositives}}{\text{truepositives} + \text{falsenegatives}}
\]

As recall focused on correctly inferred members of the training dataset, we considered it as the evaluation metrics in our experiments.
4.3 Analysis of Different Parameters on Membership Inference Attack

We analyzed the membership inference attack on machine learning models from different perspectives.

- Number of shadow models
- Type of training algorithms used to train the attack model, the target model, and the shadow models
- Number of attack models
- Confidence score value

4.3.1 Number of Shadow Models

We used model-based synthesis to generate the data for the shadow models. We conducted the experiment to analyze the effect of the number of shadow models on our classification model (FFNN) and regression model (logistic regression).

4.3.1.1 Classification

We conducted two different experiments to analyze the effect of the number of shadow models on the membership inference attack. Shokri et al. [78] stated that the more the number of shadow models, the more accurate the attack model will be, but did not give empirical results to support this hypothesis. For the first experiment, we empirically tested the effect of the number of shadow models on the attack. As shown in Figure 4.1 when we increased the number of shadow models, more data was generated for the attack model which created more accurate and more precise attack model but the cost of the attack also increased. Attack accuracy is higher when more shadow models are used. With 15 shadow models our attack accuracy
become 95% while with using only 1 shadow model the attack accuracy was only 84%. We can notice that the accuracy change is not that much significant after a certain number of shadow models.

Figure 4.1: Effect of Number of Shadow Models on Classification

Shokri et al. [78] used the same machine learning technique to train the target model and shadow models. Shadow models can be trained using a machine learning technique that is different than the one used to train the target model. Additionally, two different machine learning techniques can be used together to train shadow models. We conducted experiments to analyze these settings and compared the results with Shokri et al.’s method. Figure 4.2 shows the results of these experiments on the membership inference attack. In the “same” case, we used the FFNN to train the shadow models and the target model. In the “different” case, we trained the shadow models using a different algorithm than that used to train the target model. We used the FFNN to train the target model whereas we trained the shadow models using the softmax regression. In the “mixed” case, we used mixed types of training algorithm for the shadow models to generate the data for the attack model. We trained half of the shadow models using the FFNN while the other half were trained
using the softmax regression. It is to be mentioned that, we used FFNN to train the
target model in all the above mentioned settings. We conducted these experiments
by changing the number of shadow models. When increasing the number of shadow
models, mixed types of shadow models gives better attack accuracy than the “same”
and “different” cases. In the “mixed” case, diversified data was generated for the
attack model which influenced better the attack model training. As a result, the
attack model generated more attack accuracy. However, we can say that the “same”
case is almost the best one with different numbers of shadow models.

![Graph showing attack accuracy vs number of shadow models]

Figure 4.2: Types of Shadow Models Training in Contrast to the Number of Shadow Models

4.3.1.2 Regression

We also conducted an experiment to show the effect of number of shadow models
on the logistic regression based target model. In this experiment, we trained all
the three types of models (target model, shadow models and attack model) using
logistic regression. Similar to Figure 4.1, Figure 4.3 proves the hypothesis of Shokri
et al. [78]. The attack model inferred 91% of the members with 15 shadow models.
However, we can notice that the attack recall is more for the FFNN-based target
4.3.2 Effect of Training Algorithms

Machine learning models behave differently depending on the algorithm they are trained on.

4.3.2.1 Classification

In the membership inference attack, there are three different types of machine learning models namely the target model, the shadow models and the attack model (See Chapter 3 for details). We used two different algorithms for our classification model, FFNN and softmax regression. We followed the below criteria for training our three models.

- Same algorithm to train the target model and the shadow models
- Same algorithm to train the target model and the attack model
- Same algorithm to train the shadow models and the attack model
To consider the above mentioned facts, we made a combination of algorithms mentioned in Table 4.3 to show the impacts of training algorithms on membership inference attacks. We considered these different combinations with two different approaches:

- First approach is proposed by Shokri et al. [78] where the attack model comprised of multiple attack models each representing a particular class label and there are multiple shadow models (10 shadow models).

- Second method is proposed by Salem et al. [74] where there is a single attack model along with a single shadow model.

<table>
<thead>
<tr>
<th>No.</th>
<th>Target Model</th>
<th>Shadow Model</th>
<th>Attack Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FFNN</td>
<td>FFNN</td>
<td>FFNN</td>
</tr>
<tr>
<td>2</td>
<td>FFNN</td>
<td>FFNN</td>
<td>Softmax</td>
</tr>
<tr>
<td>3</td>
<td>FFNN</td>
<td>Softmax</td>
<td>Softmax</td>
</tr>
<tr>
<td>4</td>
<td>FFNN</td>
<td>Softmax</td>
<td>FFNN</td>
</tr>
<tr>
<td>5</td>
<td>Softmax</td>
<td>Softmax</td>
<td>Softmax</td>
</tr>
<tr>
<td>6</td>
<td>Softmax</td>
<td>Softmax</td>
<td>FFNN</td>
</tr>
<tr>
<td>7</td>
<td>Softmax</td>
<td>FFNN</td>
<td>FFNN</td>
</tr>
<tr>
<td>8</td>
<td>Softmax</td>
<td>FFNN</td>
<td>Softmax</td>
</tr>
</tbody>
</table>

Table 4.3: Combinations of Algorithms for Different Models

As shown in Figure 4.4, there is no generalization for the two approaches. However, we can see that Shokri et al.’s [78] approach is doing better than Salem et al.’s [74] approach.

The target model leaked less information about the members of the training data when the target model was trained using softmax regression than with neural network. In Figure 4.4 the accuracy of membership inference is more for combinations 2, 3, and 4. If any attacker has the information about the training algorithm of the
target model, then this will increase the accuracy of the attack. If either of the training algorithm of the shadow models or the attack model are trained using the softmax regression, the attack accuracy becomes more as shown in Figure 4.4.

4.3.2.2 Regression

We also fixed the training algorithm for the shadow models and the target model to logistic regression and analyzed the situation if the attack model is trained with logistic regression one time and FFNN in the other. The attack accuracy in these settings is shown in Figure 4.5. For high number of shadow models, the attack model inferred more members when the training algorithm of the attack model is the same as that of the target model (logistic regression).

4.3.3 Number of Attack Models

The number of attack models is another important factor in the membership inference attack. Shokhri et al. [78] used multiple attack models where each attack model represents a particular class label of the target model. We named this approach as
class-specific attack models where if there are $C_{\text{Target}}$ class labels in the target model, then there will be $C_{\text{Target}}$ different attack models each representing a unique class of the target model. We conducted an experiment, which is called a class-independent attack model, where a single attack model is used in the membership inference attack. The main difference between this approach and Salem et al.’s approach [74] is having multiple shadow models (10 shadow models). Salem et al. [74] have a class-independent attack model and one shadow model whereas in our experiment we have a class-independent attack model with multiple shadow models. The benefit of the class-specific attack models is to train a specific model for each class. Likewise the previous experiments, we also studied the effect of the number of attack models on the membership inference attack from two different perspectives.

4.3.3.1 Classification

In this experiment, we used the combination of algorithms mentioned in Table 4.3 to evaluate the effects on the membership inference attack.
Combination of Models from Table- 4.3

Figure 4.6: Effect of Number of Attack Models

From Figure 4.6, we can see that, the class-specific attack models give better attack accuracy than the class-independent attack model. As a class-specific attack model represents an individual class of the target data, it can infer more members from the target dataset than the class-independent attack model.

4.3.3.2 Regression

We also conducted a similar experiment using logistic regression by changing the number of attack models. The results of the experiment are illustrated in Figure 4.7. Class-specific attack models gives better attack accuracy in all cases whether the training algorithm of the attack model is logistic regression or FFNN. The target model and shadow models are trained using logistic regression in all cases.

4.3.4 Confidence Value

Confidence score is a threshold that determines what the lowest matching score acceptable to trigger an interaction is. If the matching score falls below the confidence score, it will not trigger an interaction. Previously, we generate our training data for the attack model based on the output of the shadow models and the testing data
based on the output of the target model. We only considered the highest probability to classify a data, not any particular threshold. As a result of this, any class can be chosen with only $x\%$ probability where $x\%$ be the highest probability for that particular data.

In this experiment, we took the data for the training and testing of the attack model based on a particular threshold (70%). To get the highest confidence data, we removed any data classified with less than 70% probability whereas to get the low confidence data, we removed the data classified with more than 70% probability. Table 4.4 shows the effect of the confidence threshold on the membership inference attack. When removing data classified with more than 70%, the attack accuracy was 0 whereas when removing data classified with less than 70%, the attack accuracy was 0.75. We had 10 shadow models for this experiment. Additionally, all models were trained using the FFNN.

We performed another experiment by releasing data based on a threshold. We removed the data which were classified with probabilities more than a threshold $x\%$. 
We tried different values of threshold and performed the experiment (Table 4.5). For a threshold value of 80%, our attack model inferred about 66% of the data from the target model whereas for a threshold value of 40%, it is only 9%. We can conclude that the target model should define a low threshold where all data classified with probabilities more than this threshold will be removed when testing the attack model for membership. It is important to mention that Shokri et al. [78] has considered a threshold (0.2) just when generating the data for the shadow models.

4.4 Conclusion

In this chapter, we analysed the membership inference attack on the basis of different parameters and settings. We first mentioned about our experimental setup for different training algorithms used for evaluating the attack followed by different evaluation metrics. Then we discussed about the experimental results based on our analysis.
Chapter 5

Mitigation Techniques

Successful membership inference attack helps in breaching the privacy of the members taking part in the model training. It is an urgent research problem to protect the privacy of the data taking part in training a ML model. The principle goal of our thesis is to protect the training data of the target model without compromising the utility of it from the membership inference attack. To fulfil our goal, in this research, we proposed and evaluated four different types of defence mechanisms against three types of target models. First of all, we proposed “Gaussian Noise Layer” to preserve the privacy of simple feed-forward neural network (FFNN) and convolutional neural network (CNN). We then proposed another method based on “Adversarial Noise Layer” \cite{99} for convolutional neural network (CNN). We also proposed and evaluated “$L2$–regularizer” as a defence mechanism for a logistic regression model. Lastly, we explored the idea of “Exponential Mechanism” \cite{49} as a mitigation technique for all the three types of training algorithms. To the best of our knowledge, we are the first to conduct membership inference attack on regression models till date. We discussed the details of our mitigation techniques along with the results in this chapter.
5.1 Gaussian Noise Layer

We proposed and implemented the “Gaussian Noise Layer (GNL)” as a privacy-preserving technique for a neural network based target model (FFNN and CNN). The statistical noise containing a Probability Density Function (PDF) which is equal to the normal distribution also known as the Gaussian distribution \[103\] is called Gaussian noise. The probability density function, \(PDF\) of a Gaussian Distribution for a random variable \(x\) is:

\[
f_X(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{\frac{(x-\mu)^2}{2\sigma^2}} \quad (5.1)
\]

where, \(\mu\) is the mean and \(\sigma\) is the standard deviation.

5.1.1 Feed-forward Neural Network

A feed-forward neural network (FFNN) \[50\] is a type of neural networks where data passes through different input nodes until the output node in a forward direction. This type of neural network is also known as front propagated wave which is achieved by using a classifying activation function. The data moves in one direction only and no back propagation happens in this neural network. In FFNN, the sum of the products of the inputs and their weights are calculated and fed to the next layer. Based on the activation function used in that particular layer, the neuron will be activated or remain inactive.

A simple neural network consists of three layers: an input layer, hidden layer and output layer. We added a new layer after the output layer and also after the hidden layer named a Gaussian noise layer in our mitigation technique for a FFNN-based target model to regularize the target model.
We used Lasagne [12] to implement our target model using FFNN, which is a lightweight Python library to build and train feedforward neural networks in Theano. Lasagne supports feed-forward networks, Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) including Long Short-Term Memory (LSTM), and any combination thereof [12].

We used a simple feed-forward neural network with an input layer, one hidden layer, and one output layer. For ensuring the privacy of the target model, we used a noise layer in the network. The lasagne.layers module provides various classes representing the layers of a neural network which are subclasses of the “lasagne.layers.Layer” base class [12]. The “InputLayer” represents the input of the network while the “HiddenLayer” takes its input from the output of the “InputLayer” and the “OutputLayer” takes its input from the output of the “HiddenLayer". We depend on the “GaussianNoiseLayer” of Lasagne as a noise layer in our mitigation technique. We added the noise layer [38] in two different positions which acts as an adversarial noise layer to regularize the neural network and help in preserving privacy by protecting the target model against membership inference attacks. The class used in our experiment is lasagne.layers.GaussianNoiseLayer(incoming, sigma=0.1,**kwargs). This adds zero-mean Gaussian noise of a given standard deviation (“sigma”) to the input [38]. The “incoming” represents the layer instance feeding into this layer. In our experiments, it as either “OutputLayer” or “HiddenLayer”.

Figure 5.1 represents the training process of our privacy-preserved target model. We have used two different approaches by adding the noise layer after the output.
As we mentioned earlier, we used a simple network consisting of one input layer, one hidden layer and one output layer with the experimental settings detailed in Section 4.1. We performed two different experiments with GNL for the privacy of the target model (Figure 5.1). In our first experiment, we added GNL after the output layer where we used the output from the output layer as an input of GNL and the output from the GNL as the final output of the model. In our second experiment, we added GNL after the hidden layer where the GNL takes the output of the hidden layer as the input and the output of the GNL was used as an input for the output layer.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>GNL after output layer Experiment 1</th>
<th>GNL after hidden layer Experiment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9975</td>
<td>1</td>
</tr>
<tr>
<td>0.5</td>
<td>0.9917</td>
<td>1</td>
</tr>
<tr>
<td>0.8</td>
<td>0.9823</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.9758</td>
<td>1</td>
</tr>
<tr>
<td>1.2</td>
<td>0.9662</td>
<td>1</td>
</tr>
<tr>
<td>1.5</td>
<td>0.9623</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: Accuracy of the Target Model - FFNN

The experimental results showed the effectiveness of GNL as a privacy preserving technique against the membership inference attack. We added GNL with different
sigma values (noise levels) in our target model. Table 5.1 shows the accuracy of the target model after adding different amount of noise to the target model trained using feed-forward neural networks for both experiments. The training accuracy of the target model is the highest for neural network with 0 noise level (no privacy). With the increase of noise level, the training accuracy of the target model decreases slightly and the testing accuracy generally increases. Additionally, when adding GNL after the output layer the accuracy of the target model with noise (level 1.5:(0.9623, 0.9187)) is almost the same to the accuracy of the target model without noise (level 0:(1, 0.9137)).

![Figure 5.2: GNL after Output Layer](image)

The accuracy of the attack, for different noise levels and different combinations (Table 4.3) when adding the GNL after the output layer and after the hidden layer of the FFNN are shown in Figure 5.2 and Figure 5.3 respectively. The privacy of the target model is increased while increasing the noise. With the addition of 1.5 noise, the data leakage reduced from 97% to 46%. If we add more noise to the target model, the data leakage will decrease more, but at the same time it will affect the effectiveness of the target model. The Gaussian noise layer is more effective when
added after the output layer of the neural network than that of after the hidden layer. We also tried to add the noise layer after the input layer but the results were not promising.

![Figure 5.3: GNL after Hidden Layer](image)

### 5.1.2 Convolutional Neural Network

We also explored the use of Gaussian noise layer of lasagne [12] with convolutional neural network (the experimental settings are discussed in Section 4.1) to preserve the privacy of the target model. Table 5.2 shows the accuracy of the target model for different noise levels. The training accuracy of the target model reduced from 0.9433 to 0.752 due to addition of 0.4 noise whereas the testing accuracy reduced from 0.9301 to 0.7522 for the same noise. It is to be mentioned that, we added the “Gaussian Noise Layer” of “Lasagne” after the output layer of the target model trained with CNN.

![Figure 5.4](image)

Figure 5.4 shows the accuracy of the attack model for different amount of noise in the target model. With the increase of noise, the accuracy of the attack decreases. With 0.4 amount of noise, the attack accuracy decreases from 77% to 56% but the
<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9433</td>
<td>0.9301</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9143</td>
<td>0.9064</td>
</tr>
<tr>
<td>0.15</td>
<td>0.9014</td>
<td>0.8994</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8851</td>
<td>0.8757</td>
</tr>
<tr>
<td>0.25</td>
<td>0.858</td>
<td>0.8452</td>
</tr>
<tr>
<td>0.3</td>
<td>0.869</td>
<td>0.8654</td>
</tr>
<tr>
<td>0.35</td>
<td>0.8404</td>
<td>0.8368</td>
</tr>
<tr>
<td>0.4</td>
<td>0.752</td>
<td>0.7522</td>
</tr>
</tbody>
</table>

Table 5.2: Accuracy of the Target Model - CNN with GNL

The accuracy of the target model also decreases much (See Table 5.2).

![Image of a graph showing the decrease in attack accuracy with increasing noise level.](image.png)

Figure 5.4: Privacy of the CNN-based Target Model with GNL

5.2 Adversarial Noise Layer

Although being powerful, Convolutional Neural Network (CNN) can face overfitting due to the excessive amount of parameters. You et al. [99] introduced a novel regularization method named as Adversarial Noise Layer (ANL) to overcome the overfitting problem of CNN. In this method, You et al. [99] added a carefully crafted noise to the intermediate layer activation of the CNN to improve the generalization...
ability of the model. Noise is only added during the training process of the model and removed after the training ends.

Deep convolutional neural network architecture extracts the vision features one layer after another [101] which is the main concept to reduce the entropy loss of this type of model. Let us suppose that, \( h_t \) be the output of the \( t^{th} \) layer of the network and \( \eta_t \) be the adversarial noise related to \( h_t \). The adversarial noise \( \eta_t \) is added to the \( h_t \) during training the model using Equation. 5.2 and \( \bar{h}_t \) is passed to the next layer during training.

\[
\bar{h}_t = h_t + \eta_t \quad (5.2)
\]

The noise layer is removed after training the model and \( \bar{h}_t \) is set to be \( h_t \) in the testing phase which removes the extra computation in the testing phase. The adversarial noise \( \eta_t \) is calculated on the basis of the gradient of \( h_t \) in equation 5.5.

\[
r = \text{Clip}_{<0,\epsilon>}\{N(\epsilon/2, (\epsilon/2)^2)\} \quad (5.3)
\]
\[
g_t = \nabla_{h_t} J(x, y; \theta, \eta)|_{\eta=0} \quad (5.4)
\]
\[
\eta_t = m s(h_t) g_t / \|g_t\|_{\infty} \quad (5.5)
\]

In the above equations, \( \text{Clip}_{<0,\epsilon>}(A) \) denotes element wise clipping of \( A \) (\( A = N(\epsilon/2, (\epsilon/2)^2) \)) within range \([0, \epsilon]\), \( J(x, y; \theta) \) is the cost function of the model, \( s(h_t) \) is the standard deviation of \( h_t \), \( N(\epsilon/2, (\epsilon/2)^2) \) is the Gaussian-distribution where \( \epsilon/2 \) is the mean and \( (\epsilon/2)^2 \) is the standard deviation. The magnitude of the noise is controlled by a random scalar \( r \) and is multiplied by \( s(h_t) \) to get a wide range of activation which helps in tolerating large perturbation.

Training with ANL follows a two-rounds-training strategy (illustrated in Figure 5.5 and Figure 5.6) where the adversarial noise is calculated after the first round and
the network is updated after the second round. For this, ANL requires an additional forward and backward propagation.

![Figure 5.5: First Round of ANL](image)

Figure 5.5: First Round of ANL

![Figure 5.6: Second Round of ANL](image)

Figure 5.6: Second Round of ANL

ANL calculates the \( s(h_t) \) in the forward phase of the first round and \( \nabla_{h_t} \tilde{J} \) in backward phase of the same round (Figure 5.5). ANL then generates the noise, \( \eta_t \) using \( s(h_t) \) and \( \nabla_{h_t} \tilde{J} \) from the first round to update the network parameters in the second round during back-propagation (Figure 5.6). Algorithm 2 \[99\] shows the training process using ANL.

We studied the use of adversarial noise layer \[99\] with convolutional neural network trained target model to protect the membership inference of the target model. We have used the below architecture for our ANL-based privacy mechanism:

\[
CONV \rightarrow ANL \rightarrow RELU \rightarrow POOL \rightarrow CONV \rightarrow ANL \rightarrow RELU \rightarrow POOL
\]
Algorithm 2 Training with ANL \[99\]

1: procedure \textbf{Require}(\(\epsilon > 0\))
2: \hspace{1em} \textbf{while} training complete \textbf{do}
3: \hspace{2em} Sample a batch \{\(X, Y\)\} from training data.
4: \hspace{2em} Calculate \(J(X, Y; \theta, 0)\) and standard deviation in forward-propagation.
5: \hspace{2em} Calculate gradients in backward-propagation.
6: \hspace{2em} \textbf{for} \(t = 1\) to \(L\) \textbf{do}
7: \hspace{3em} Update \(\eta_t\) \hspace{10em} \(\triangleright\) Using equ. 5.5
8: \hspace{2em} \textbf{end for}
9: \hspace{2em} Get \(J(X, Y; \theta, \eta)\) in second forward-propagation
10: \hspace{2em} calculate the gradients in second backward-propagation
11: \hspace{2em} Update network with \(\theta = \theta - \lambda \nabla_\theta J(x, y; \theta, \eta)\)
12: \hspace{1em} \textbf{end while}
13: \textbf{end procedure}

We studied the accuracy of the target model for different amount of noise \(\epsilon\) along with the attack accuracy to check whether our method maintains the trade-off between privacy and utility. Table 5.3 shows the accuracy of the target model for changing the noise level from 0 to 0.4. The training accuracy of the target model changed from 0.9655 to 0.9014 whereas the testing accuracy has been reduced from 0.9545 to 0.8994.

<table>
<thead>
<tr>
<th>Noise Level</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9655</td>
<td>0.9545</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9621</td>
<td>0.952</td>
</tr>
<tr>
<td>0.15</td>
<td>0.9552</td>
<td>0.9423</td>
</tr>
<tr>
<td>0.2</td>
<td>0.9492</td>
<td>0.9343</td>
</tr>
<tr>
<td>0.25</td>
<td>0.9433</td>
<td>0.9301</td>
</tr>
<tr>
<td>0.3</td>
<td>0.9308</td>
<td>0.9214</td>
</tr>
<tr>
<td>0.35</td>
<td>0.9143</td>
<td>0.9064</td>
</tr>
<tr>
<td>0.4</td>
<td>0.9014</td>
<td>0.8994</td>
</tr>
</tbody>
</table>

Table 5.3: Accuracy of the Target Model - CNN with ANL

Figure 5.7 illustrates the attack accuracy for different amount of noise in the target model. The attack accuracy reduced from 0.77 to 0.57 for adding 0.4 amount of noise in the target model. The change of noise in the target model maintained...
a trade off between the utility and privacy of the target model trained with CNN using ANL. Adding more noise can further reduce the membership inference but it will also reduce the utility of the target model. As a result, the trade off will not be maintained in the target model.

We studied two methods (ANL and GNL) to ensure the privacy of the target model trained with CNN. From the illustrated results shown in Figure 5.4 and Figure 5.7, the attack accuracy of the membership inference is almost the same for the two methods but the utility is better maintained for CNN with ANL than CNN with GNL.

5.3 L2-Regularization

Regularization is one of the most important technique to overcome the overfitting problem of machine learning models. It helps in maintaining the trade off between the complexity and flexibility of ML models. Regularization is a modification in learning algorithms that reduces the generalization error but not the training error [25]. The
objective function (negative of the log likelihood function) is minimized to calculate the regression coefficients of a logistic regression.

$$\bar{\beta} = \min_{\beta} [-LL(\beta; y, X)]$$ \hspace{1cm} (5.6)

Here, $LL$ is the log likelihood function, $\beta$ is the coefficients, $y$ is the dependent variable (class), and $X$ is the independent variable (features). A regularization term, $R(\beta)$ is added to the objective function $\bar{\beta}$ multiplied by a parameter $\lambda \in \mathbb{R}_{+}$ to penalize the high coefficients.

$$\bar{\beta} = \min_{\beta} [-LL(\beta; y, X) + \lambda R(\beta)]$$ \hspace{1cm} (5.7)

The penalization is added to the high coefficients of logistic regression to overcome assigning any particular class for a single feature [39]. Different types of regularization can be added to penalize the high coefficients. Among them, we studied the $L_2$—regularization to generalize our target model and help preventing membership inference attack for the regression model.

$L_2$—regularization (also known as ridge regression) adds the squared magnitude of coefficients to the loss function as a penalty term to help generalizing a machine learning model. $L_2$—regularization can be defined as

$$R(\beta) = \frac{1}{2} \sum_{i=0}^{n} \beta_i^2$$ \hspace{1cm} (5.8)

which is the sum of the squared of the coefficients multiplied by $1/2$. Therefore, the overall cost function becomes,

$$\bar{\beta} = \min_{\beta} [-LL(\beta; y, X) + \lambda(1/2 \sum_{i=0}^{n} \beta_i^2)]$$ \hspace{1cm} (5.9)
Here, $\lambda$ is the only meta-parameter to control the regularization which gives smaller coefficients for higher values. Too high value for $\lambda$ might lead the model to underfitting problem.

We investigated how $L2$—regularization can protect the target model against membership inference attack when trained with logistic regression. “Logit” function has been used to convert the continuous value of a regression model into a class. It is important to mention that, Truex et al. studied the impact of noisy target data and shadow data size on the attack accuracy with logistic regression models. Here, we studied the effect of the target model’s $L2$—regularization parameter against membership inference attacks.

$L2$—regularization helps in regularizing a model and also helps to overcome the overfitting problem of a machine learning model. We decreased the $L2$—regularization parameter to protect the target model against the membership inference attack. Table 5.4 shows how the accuracy of our target model changes with the regularization. We trained our target model and the shadow models with logistic regression but changed the way of training the attack model. We used both logistic regression and feed-forward neural network (FFNN) to train our attack model in two different experiments. When changing the regularization parameter from 0.05 to 0.000001, our target model training accuracy decreases from 100% to 94%. Meanwhile, the testing accuracy increases from 86% to 91%. This helps in reducing the overfitting of the target model and thus helps in protecting the target model.

Figure 5.8 illustrates how the attack accuracy reduces with the use of regularization in the target model. As we strengthen the regularization in our target model, the target model reduces its overfitting and becomes less prone to membership inference attacks. Our attack model with logistic regression algorithm can infer about 100% of
<table>
<thead>
<tr>
<th>Index</th>
<th>Regularization</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>1.0</td>
<td>0.86</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>1.0</td>
<td>0.8635</td>
</tr>
<tr>
<td>3</td>
<td>0.005</td>
<td>1.0</td>
<td>0.865</td>
</tr>
<tr>
<td>4</td>
<td>0.001</td>
<td>1.0</td>
<td>0.87</td>
</tr>
<tr>
<td>5</td>
<td>0.0005</td>
<td>0.99</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>0.0001</td>
<td>0.99</td>
<td>0.88</td>
</tr>
<tr>
<td>7</td>
<td>0.00005</td>
<td>0.98</td>
<td>0.90</td>
</tr>
<tr>
<td>8</td>
<td>0.00001</td>
<td>0.96</td>
<td>0.91</td>
</tr>
<tr>
<td>9</td>
<td>0.000005</td>
<td>0.95</td>
<td>0.91</td>
</tr>
<tr>
<td>10</td>
<td>0.000001</td>
<td>0.94</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 5.4: Accuracy of the Target Model - Logistic Regression

the members from the target model with 0.05 regularization and it is the same when we train the attack model using the FFNN. In the first case (logistic regression), all models are trained using logistic regression whereas in the second case (FFNN) the attack model is trained using the FFNN whereas the shadow models and the target model are trained using the logistic regression algorithm. With the change of regularization in the target model, the attack accuracy of the attack model trained either with the logistic regression or FFNN algorithm changes rapidly. With only 0.0001 regularization, the attack accuracy reduced to 84% for the attack model trained with regression and 92% for or the attack model trained with FFNN. It is further reduced to 54% for regression and 70% for FFNN with 0.000001 regularization.

5.4 Exponential Mechanism

Exponential Mechanism [49] is the fundamental tool of differential privacy that naturally fits with estimation techniques of machine learning as well as statistics [3]. Assigning higher density values to the regions with high utility is the main idea behind this mechanism. To preserve the differential privacy, exponential mechanism chooses an optimal output close to the utility function [56]. A probability distribution over the output range is induced which sampled the output based on the sensitivity.
of the utility function in this mechanism. The output with a higher probability is exponentially more likely to be chosen by this exponential mechanism [56].

We explored the exponential mechanism for protecting the data taking part in the training of the target model. The target model output the probability score vector for each data point of the training dataset. Implementation of the exponential mechanism is to have the interval $[0, 1]$ (as the sum of the probability score vector is 1), partitioned into segments. We sample a random number uniformly in the range $[0, 1]$ and the partition in which the random number falls determines the winner class. Algorithm 3 details this mitigation technique based on the idea of the exponential mechanism.

We explored this idea based on the exponential mechanisms for three types of training algorithms for the target model. We detailed our experimental results as below:
Algorithm 3 Exponential Mechanism based Mitigation Technique

1: **procedure** REQUIRES(probability vector of each data points)
2:      
3:     **for** datapoint = 1 to n **do**
4:     Chose a random number \( r \) within \([0, 1]\)
5:     Make a range \( c_i \) with the probabilities
6:     **if** \( r \) in range \( c_i \) **then**
7:     Return \( c_i \)
8:     **end if**
9: **end for**
10: **end procedure**

5.4.1 Feed-forward Neural Network

Our first target model training algorithm was the feed-forward neural network (FFNN). We used the idea related to exponential mechanism with the FFNN based target model. Table 5.5 showed the experimental result of our method with FFNN based target model where the shadow models and the attack model used the same algorithm (FFNN) to train themselves.

<table>
<thead>
<tr>
<th>Method</th>
<th>Target Training Accuracy</th>
<th>Target Testing Accuracy</th>
<th>Attack Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Privacy</td>
<td>1.00</td>
<td>0.9137</td>
<td>0.92</td>
</tr>
<tr>
<td>With Privacy</td>
<td>1.00</td>
<td>0.945</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 5.5: Exponential Mechanism on Feed-Forward Neural Network

The attack accuracy of our privacy preserving mechanism reduces the attack accuracy from 92% to 53% for a FFNN based target model. The training accuracy of the target model remained the same (100%) for the target model trained with privacy and without privacy, but the testing accuracy increases for our privacy preserved target model from 91.37% to 94.5%.
5.4.2 Convolutional Neural Network

We also explored the idea related to the exponential mechanism with our target model trained with convolutional neural network (CNN). Table 5.6 illustrates the effectiveness of the technique in protecting the data leakage from membership inference attack. The shadow models were trained using CNN whereas the attack model was trained with softmax regression in this experiment.

<table>
<thead>
<tr>
<th>Method</th>
<th>Target Model Training Accuracy</th>
<th>Target Model Testing Accuracy</th>
<th>Attack Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Privacy</td>
<td>0.9655</td>
<td>0.9545</td>
<td>0.77</td>
</tr>
<tr>
<td>With Privacy</td>
<td>0.963</td>
<td>0.9412</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 5.6: Exponential Mechanism on Convolutional Neural Network

In case of CNN, this technique reduces the attack accuracy from 77% to 54%. The training and testing accuracy of the target model remains almost the same. With a loss of minimal utility of the target model, we got about 23% less successful attack by the attacker in inferring the members taking part in the training of the target model.

5.4.3 Logistic Regression

Our final training algorithm for the target model was the logistic regression. We used the idea related to the exponential mechanism for protecting the training data of the target model trained with logistic regression. In this experiment, the shadow models and the attack model were trained using logistic regression. The results of this experiment are illustrated in Table 5.7

<table>
<thead>
<tr>
<th>Method</th>
<th>Target Model Training Accuracy</th>
<th>Target Model Testing Accuracy</th>
<th>Attack Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Privacy</td>
<td>0.9655</td>
<td>0.9545</td>
<td>0.77</td>
</tr>
<tr>
<td>With Privacy</td>
<td>0.963</td>
<td>0.9412</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 5.7: Exponential Mechanism on Logistic Regression

This technique reduces the membership inference attack for the target model trained with logistic regression. The attack accuracy decreases from 85% to 51% for logistic regression-based target model. The testing accuracy of the target model
Table 5.7: Exponential Mechanism on Logistic Regression

increases from 86% to 94.2% though the training accuracy reduces about 5% with the use of it.

5.5 Comparative Analysis

We compared the existing mitigation strategies against membership inference attacks on machine learning models (summarized in Section 2.3). The comparison has been conducted using the MNIST dataset. We used the same number of records for all of the existing techniques. We used the settings of each mitigation technique specified by authors as they got their best results using these settings.

<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Author</th>
<th>Training Algorithm for Target Model</th>
<th>Type of Target Model</th>
<th>Training Accuracy of Target Model</th>
<th>Testing Accuracy of Target Model</th>
<th>Accuracy (Recall) of Attack Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularization</td>
<td>Shokri et al. [78]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9635</td>
<td>0.9146</td>
<td>0.77</td>
</tr>
<tr>
<td>Min-Max Game</td>
<td>Nasr et al. [61]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9564</td>
<td>0.9366</td>
<td>0.66</td>
</tr>
<tr>
<td>Differential Privacy</td>
<td>Jia et al. [37]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.97</td>
<td>0.94</td>
<td>0.63</td>
</tr>
<tr>
<td>GNL (Lasagne)</td>
<td>Our experiment</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9623</td>
<td>0.9187</td>
<td>0.46</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>FFNN</td>
<td>Classification</td>
<td>1.00</td>
<td>0.945</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Table 5.8: Mitigation Strategy Comparison with Feed-forward Neural Network-based Target Model
Our first comparison is for the feed-forward neural network (FFNN)-based target model which is shown in Table 5.8. The min-max game theory proposed by Nasr et al. [61] gives better utility but differential privacy by Jia et al. [37] gives better utility and privacy trade off. If we consider about some utility of the target model, our proposed method of “Gaussian Noise Layer” gives better privacy guarantee than any other method on FFNN-based target model. It reduces the accuracy of the target model to 46% which is less than the random guess. Exponential mechanism also gives better privacy than other systems if we consider a little about the utility of the target model.

<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Author</th>
<th>Training Algorithm for Target Model</th>
<th>Type of Target Model</th>
<th>Training Accuracy of Target Model</th>
<th>Testing Accuracy of Target Model</th>
<th>Accuracy (Recall) of Attack Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dropout</td>
<td>Salem et al. [74]</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9912</td>
<td>0.9841</td>
<td>0.62</td>
</tr>
<tr>
<td>Model Stacking</td>
<td>Salem et al. [74]</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9912</td>
<td>0.9841</td>
<td>0.63</td>
</tr>
<tr>
<td>GNL (Lasagne)</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.752</td>
<td>0.7522</td>
<td>0.56</td>
</tr>
<tr>
<td>Adversarial Noise Layer</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9014</td>
<td>0.8994</td>
<td>0.57</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.963</td>
<td>0.9412</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 5.9: Mitigation Strategy Comparison with Convolutional Neural Network-based Target Model

Our next comparison is for the convolutional neural network (CNN)-based target model. In Table 5.9 model staking and dropout are the best mitigation strategy for the CNN-based target model in terms of utility-privacy trade off. But our proposed method of exponential mechanism is best if we consider about the utility of the target model. The accuracy of the attack model using exponential mechanism is 54% where
the same for dropout and model stacking are 62% and 63% respectively. Gaussian noise layer is the worst among all the mitigation techniques used with CNN-based target model against the membership inference attack in terms of utility-privacy trade off.

<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Author</th>
<th>Training Algorithm for Target Model</th>
<th>Type of Target Model</th>
<th>Training Accuracy of Target Model</th>
<th>Testing Accuracy of Target Model</th>
<th>Accuracy (Recall) of Attack Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2-regularization</td>
<td>Our experiment</td>
<td>Logistic regression</td>
<td>Regression</td>
<td>0.94</td>
<td>0.91</td>
<td>0.54</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>Logistic regression</td>
<td>Regression</td>
<td>0.95</td>
<td>0.942</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 5.10: Mitigation Strategy Comparison for Logistic Regression-based Target Model

We proposed and evaluated two different mitigation techniques for logistic regression-based target model against the membership inference attack. To the best of our knowledge, we are the first to evaluate the mitigation strategy for the logistic regression-based target model. Between the two methods, exponential mechanism gives the better utility-privacy trade off against the membership inference attack for logistic regression-based target model.

Table 5.11 shows the whole overall comparison of the mitigation strategy evaluated against the membership inference attack on machine learning models. Most of the mitigation strategy are specific for a particular training algorithm of the target model. Only the exponential mechanism is used for all the three types of algorithms used in evaluating the membership inference attack in this thesis. If we consider about the utility of the target model ie. for more sensitive data we can use the exponential mechanism to protect our data from membership inference attack. But for less
<table>
<thead>
<tr>
<th>Mitigation Strategy</th>
<th>Author</th>
<th>Training Algorithm for Target Model</th>
<th>Type of Target Model</th>
<th>Training Accuracy of Target Model</th>
<th>Testing Accuracy of Target Model</th>
<th>Accuracy (Recall) of Attack Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularization</td>
<td>Shokri et al. [78]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9635</td>
<td>0.9146</td>
<td>0.77</td>
</tr>
<tr>
<td>Min-Max Game</td>
<td>Nasr et al. [61]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9564</td>
<td>0.9366</td>
<td>0.66</td>
</tr>
<tr>
<td>Differential Privacy</td>
<td>Jia et al. [37]</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.97</td>
<td>0.94</td>
<td>0.63</td>
</tr>
<tr>
<td>GNL (Lasagne)</td>
<td>Our experiment</td>
<td>FFNN</td>
<td>Classification</td>
<td>0.9623</td>
<td>0.9187</td>
<td>0.46</td>
</tr>
<tr>
<td>Dropout</td>
<td>Salem et al. [74]</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9912</td>
<td>0.9841</td>
<td>0.62</td>
</tr>
<tr>
<td>Model Stacking</td>
<td>Salem et al. [74]</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9912</td>
<td>0.9841</td>
<td>0.63</td>
</tr>
<tr>
<td>GNL (Lasagne)</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.752</td>
<td>0.7522</td>
<td>0.56</td>
</tr>
<tr>
<td>Adversarial Noise Layer</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.9014</td>
<td>0.8994</td>
<td>0.57</td>
</tr>
<tr>
<td>L2-regularization</td>
<td>Our experiment</td>
<td>Logistic regression</td>
<td>Regression</td>
<td>0.94</td>
<td>0.91</td>
<td>0.54</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>FFNN</td>
<td>Classification</td>
<td>1.00</td>
<td>0.945</td>
<td>0.53</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>CNN</td>
<td>Classification</td>
<td>0.963</td>
<td>0.9412</td>
<td>0.54</td>
</tr>
<tr>
<td>Exponential Mechanism</td>
<td>Our experiment</td>
<td>Logistic regression</td>
<td>Regression</td>
<td>0.95</td>
<td>0.942</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Table 5.11: Mitigation Strategy Comparison
sensitive data, where utility is the major concern, we can use any mitigation strategy depending on the algorithm used to train the model.

5.6 Conclusion

We proposed and evaluated four different types of mitigation techniques against the membership inference attack in this chapter. We explored the “Gaussian Noise Layer” of “Lasagne” to protect both Feed-Forward Neural Network (FFNN)-based target models and Convolutional Neural Network (CNN)-based target models. We also used “Adversarial Noise Layer” to protect CNN-based target models. We were the first to implement “L2–Regularization” as a mitigation strategy for logistic regression-based model till date. The last mitigation technique we proposed against the membership inference attack is the exponential mechanism. We implemented this mechanism with all the three algorithms mentioned to mitigate the attack. Last of all, we compared our proposed mitigation techniques with the existing ones in this chapter.
Chapter 6

Conclusion

Machine learning models are vulnerable to various types of security and privacy breaches due to its popularity. An adversary tries to disclose the members of the training data by conducting the membership inference attack. In this work, we investigated different parameters and settings to provide useful insights about the behavior of the membership inference attack and the different factors for a successful attack.

We investigated three different mitigation techniques to defend the membership inference attack for four different types of training algorithms: Gaussian Noise Layer (GNL) for Feed-Forward Neural Network (FFNN) and Convolutional Neural Network (CNN), Adversarial Noise Layer (ANL) for CNN, $L_2$—regularization for logistic regression and last of all exponential mechanism for all the three algorithms mentioned (i.e. FFNN, CNN, and Logistic Regression). We also compared all the existing mitigation techniques with our techniques. Our results showed a compromise between the privacy and utility of the model. It is to be mentioned that, we are the first to investigate the membership inference attack on logistic regression models and propose mitigation techniques against this attack in this setting.
We conducted the membership inference attack on two types of machine learning models—classification and regression. There are other types of models namely ensemble learning. This might be a good research scope to investigate the attack on this type of model. The mitigation techniques presented in our work are applied for a target model trained with a specific training algorithm. It would be a good future research scope to find a mitigation technique which will mitigate the membership inference attack for any type of training algorithm of the target model without compromising the utility of the model.
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