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Abstract

On this thesis, we have developed a set of methods along with a framework for discovery of bursty events and their relationship from streams of online news articles. Bursty event discovery can be done using the discovered bursty terms which are significantly smaller in size compared to the original feature-set. Moreover, the discovered bursty events are compared in order to discover any potential relational link between any of two. It is the assumption of this work that bursty events and their relationship in time can provide useful information to firms and individuals who their decision making process is significantly affected by news events. The system performed at 64% level of accuracy on a real world dataset. The results show a great promise as do the implicit measures that our proposed framework and methods can be utilized towards real world applications.
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Chapter 1

Introduction

1.1 Background and Motivation

With advances in technology and the world wide web, access to vital information became easier and faster. As a result, analyzing such information and acting on it is more important than any time in the history of civilizations. Today, a typical investor has to read a large volume of news articles and base his decision on the new articles by connecting the dots and predicting future of the stock market. President of a big food corporation has to be aware of the ongoing news in the world as different events can affect the supply chain of the company and result in a saviour market lost. Consequently, with today’s availability of information, only those who analyze these information quicker are able to see the big picture and succeed in the competitions. Event extraction and tracking, a subfield of Topic Modelling and Topic Tracking (TDT) in temporal text mining, studies models of event detection and extraction.
from a stream of unstructured text data. Events play an important role in our daily life and every organization utilizes news events differently. For example, scientist who wants to study all the earthquakes that occurred in the United States since 1980 can use an event detection system towards finding such events and their related information from historical news articles (a.k.a. retrospective event extraction). Or it may be important for hedge funds in Wall Street to detect events as they occur that may affect their investments.

Event detection and extraction can be divided into two subfields known as *Retrospective Event Detection (RED)* and New (novel) Event Detection (NED). In NED, the nature of events can be unknown and it is important to detect events as they raise in the stream. In contrast, in RED, the nature of events that one is trying to extract can be known in advance and such knowledge can be incorporated in the extraction process.

Bursty events are special type of events that their sudden occurrence may have strong consequences on many daily tasks, therefore it is important for different entities (i.e. firms) to be aware as they take place. Given the nature of bursty events, the whole stream of news articles needs to be monitored and studied in order to discover such events, which itself is proven to be a challenging task.

In this thesis we are proposing a framework for detecting and extracting bursty events by utilizing time in our calculations and finding *relationship* between the discovered bursty events in a course of time. Due to the fact that we are considering the role of time in text documents, our research is considered as *Temporal Text Mining (TTM)*. By considering time windows in our framework, we expect to be able to discover
causal relationship between the events and enable the users to draw a big picture of the ongoing issues on news media and be able to analyze the news articles more efficiently.

1.2 Thesis Objectives

The objective of this thesis work is to create a framework for discovering bursty events and their relationships from a stream of news article. Due to the fact that events take place in course of time, this thesis research will take into account the temporal nature of events and provide a set of methods in realm of temporal text mining. Thus, temporal document indexing architecture has been studied extensively in this research work.

Moreover, after discovering bursty events using our discussed novel approach, this research work will use the graph theory for constructing relation graph of related events. By representing events as nodes and their relations as edges, we argue that human agents can see the bigger picture of the discovered issues and can draw their conclusion and analysis more informed.

In summary, our contributions are providing a general framework for temporal document indexing, developing a novel procedure in discovering bursty events, discovering link between the bursty events in course of time, and visualizing them as a graph.
1.3 Thesis Organization

Chapter 2 discusses the essential background techniques and methods that are used in the field of text mining and can help with the understanding of this research work. Moreover, Chapter 2 covers the related works that are previously done on extracting bursty events.

Chapter 3 presents the overall architecture of the framework and our proposed solutions. It discusses the challenges for utilizing the framework on the real world data and proposes models to over come such difficulties. Moreover, in a great length, it explains the algorithms that are used for processing, indexing, extracting, and linking bursty events.

Chapter 4 goes over the implementation of the proposed framework. It discusses the nature the test-dataset and the results that are obtained. It demonstrates the performance of the burst detection algorithm and provides some examples of the discovered bursty events.

Chapter 5 provides an overview of possible future works that can be done in order to expand or improve our proposed methods. It discusses the challenges that we faced with during the tests and implementation of our work and makes comments which can enhance the performance of the proposed framework.
Chapter 2

Literature Review

2.1 Text Encoding

For mining and extracting useful information from a large collection of text documents, it is necessary to pre-process and store the documents in a suitable data structure which can be used by the data mining and machine learning algorithms. Even though natural language processing techniques can reveal more about the words and their syntactical meaning in a text document, most text mining approaches assume that text documents are simply a set of words (bag of words representation).

2.1.1 Preprocessing

The goal of preprocessing is to build a global dictionary for a document collection in order to transform documents into the bag of words representation form. Dictionary of a document collection is the list of all the words have been used in the collection of
documents. As a formal description, let \( D = \{d_1, d_2, \ldots, d_n \} \) denote a text document collection of size \( n \) and \( T = \{t_1, t_2, \ldots, t_m \} \) denote collection of terms that are used in \( D \), then \( T \) is called the global dictionary. In order to be able to represent each document in the bag of words representation, it is important to have the frequency of each term \( t \in T \) in document \( d \in D \). As a result, we define the notion of term-frequency for a term \( t \) in a document \( d \) as \( tf(d, t) \). One can define a term-vector for each \( t \in T \) and for each \( d \in D \) as \( t_d^+ = (tf(d, t_1), \ldots, tf(d, t_m)) \).

Another goal in the pre-processing phase is to remove the words that are not important for the purpose of analysis in order to reduce the size of the global dictionary. The global dictionary holds the word-terms which are used in the most of the machine learning and data mining algorithms, and since the size of the feature space is very critical to most of the machine learning algorithms, the reduction of size can be very beneficial. This problem is known as curse dimensionality. Moreover, words that bear little or no content information, like articles and conjunctions are considered to be noise and are removed.

Stop word filtering is the process of removing words that have no contextual information. Stop word filtration not only removes words with less contextual information, it also removes words that are most frequent. Words that are most frequent can be regarded as no particular statistical relevance and can be removed from the global dictionary.

Lemmatization methods are another approach for reducing feature space. These methods use known word form and map verbs to their infinite tense and nouns to their singular form. Knowing the correct word form demands part of speech
tagging (POS) of each word in a text document, thus creating POS can be very time consuming and error prone. Consequently, this method is not widely used in the field of text mining.

Stemming methods accomplish the same goal as Lemmatization. However, stemming does not use NLP techniques for reducing words to their basic form, rather uses a rule based approach. Authors define rules to reduce words to their basic forms; for example, one can define a rule that “-ing” should gets dropped from end of each word.

All these three pre-processing steps helps with building a global dictionary free of noise and unnecessary words in order to get accurate and reliable results from text mining algorithms. However, after these three steps it is very common that the size of the global dictionary remain large and cause the curse of dimensionality problem for text mining algorithms. Therefore, other algorithms are used to select terms from the global dictionary that are more appropriate for text mining purposes and can represent most of the documents in the document collection. Such algorithms are known to be feature selection algorithms and bellow is the list of techniques that can be used to extract important features from dictionary in order to reduce the size of feature space:

- Principle Component Analysis (PCA)
- Multifactor dimensionality reduction
- Kernel PCA
- Latent semantic analysis (LSA)
• Independent component analysis

• Entropy-based selection.

Most of the named items such as PCA and LSA are computationally expensive to perform and are not feasible for document collections that are updated routinely. However, entropy-based selection is a straightforward and a fast method that can handle routinely updated document collections without substantial performance loss.

\[ W(t) = 1 + \frac{1}{\log_2|D|} \sum_{d \in D} P(d,t) \log_2 P(d,t) \] (2.1)

\[ P(d,t) = \frac{tf(d,t)}{\sum_i tf(d_i,t)} \] (2.2)

This method assumes that the words which have occurred less in a document can separate and describe the documents better. Therefore, less frequent word have high entropy. This is a greedy method that select only subset of the global dictionary given the configured threshold. Equation 1 shows the formula for calculating entropy for each term.

### 2.1.2 Linguistic Preprocessing

Even though linguistic preprocessing is not a necessary step in text mining, in some cases it can enhance the available information about terms in the global dictionary. Bellow is the brief list of techniques that gets used:

**Part of speech tagger(POS-tagger)**

Finds out role(noun, verb, etc.) of each term in a sentence and tag the term
accordingly. It is worth to mention that machine learning algorithms can be used to learn the tagging process if a training data set is available.

**Text chunking**

Group the adjacent words together in order to form a new term. For example, “United States of America” should be considered as a unique term instead of a set of delimited terms.

**Parsing**

Build a parse tree of sentences in a text document. Using the constructed parse tree it is possible to discover relationship between terms and solve ambiguities that may occur during the processing.

### 2.2 Precision and Recall

The main goal of an information retrieval system is to find and retrieve related documents which is more than a simple pattern matching \[12\]. In order to evaluate the performance of an information retrieval system, one must pay close attention to the values returned by the two measures known as Precision and Recall. As shown in Figure 2.1 from a set of available documents in an information retrieval systems only a subset of the documents are considered relevant to a particular issued query and the goal is to return all the relevant documents. However, in most cases the retrieved documents are not all relevant which can be considered the deficiency of the retrieval system.

As given by Formula 2.3, *Precision* measures the ratio of the relevant documents
that are retrieved to the total number of the document retrieved. However, having a high *Precision* does not always mean that the system is performing at its best. For example, a system that returns ten documents where nine of which are relevant has *Precision* = 0.9 but there might be hundred relevant documents that were available to the system and the system failed to capture and return all of them to the user. Consequently, another measure, as given by Formula 2.4, demonstrates how well the system is doing in terms of the ratio of the relevant retrieved documents to the total number of the documents available in the system that are believed to be relevant.

\[
Precision = \frac{\text{Relevant Retrieved}}{\text{Retrieved}}
\quad (2.3)
\]

\[
Recall = \frac{\text{Relevant Retrieved}}{\text{Relevant}}
\quad (2.4)
\]

Optimal case is when Precision is equal to Recall which almost never happens because the actual number of relevant documents are not always known and many estimation
methods are being used to calculate this number. Therefore, to obtain a desired level of Recall more documents need to be retrieved which results in huge drop in the precision. Thus, it is important to come up with an acceptable value for both Precision and Recall. Normally modern standard document retrieval systems have average precision of between 0.2 and 0.3 [12].

2.3 Topic Detection and Tracking

The objective of Topic Detection and Tracking (TDT) is to develop an evaluation paradigm that addresses event organization of broadcast news. In other words, TDT research tries to address challenges in extracting events from news articles and grouping the related events together. As discussed by James Allan [2], TDT research initially sponsored by Defence Advanced Research Projects Agency (DARPA) of the United States in 1990s and was meant to perform TDT not only online news articles but also on selected television channels and radio channels as well. TDT defines topics to be a set of strongly related news articles and as a result there are two categories of topics that can be defined, namely event-based topics and subject-based topics. In subject-based topics, focus is on what topics or ongoing issues is all about rather than what has triggered the event. Our work fall in subject-based topic modelling, however by creating links between events we are expecting to eventually find casual relationship between different events and come up with explanation what has triggered sequence of events in a chain(event-based topics). Due to the temporal nature of topics in TDT systems, most of the discovered events(a.k.a topics)
are temporally anchored and further, the events evolve over time to include clearly related events that may not be grouped to representing same subject. This research work, by considering the temporal nature of the news events, tries to discover links over time between discovered events in order to reveal the flow and evolvement of events through course of time.

As defined in the literature [2], Topic Detection and Topic Modelling focuses on five sub-tasks:

- **Story Segmentation**: segmenting broadcasted news show into different news stories.

- **First Story Detection**: detecting novel event/news from news streams.

- **Cluster Detection**: grouping stories as they arrive and can be considered the main part of event/topic detection.

- **Tracking**: sequence of actions for monitoring the stream of news stories to find more related stories on a topic that was identified.

- **Story Link Detection**: deciding whether two randomly selected stories are related.

Story segmentation is mostly used in video or audio broadcasts as news anchor present many news events at once. Therefore, it is important for TDT system to be able to breakdown the whole news program’s script into different news stories before feeding to the TDT system. One of the methods that are broadly used in *Story Segmentation* is detecting change in use of vocabularies in order to conclude that
a different news story has been started \cite{23}. However, since the main focus of this research work is on written news articles from online news broadcasting websites, the problem of story segmentation is out of scope of this work and we are not covering any details in this ground.

### 2.4 First Story Detection

First Story Detection (FSD), also known as New Event Detection (NED) in the literature \cite{32}, is the process of recognize new topics as they appear and had not been discussed earlier than some period (Figure 2.3). Technology of this type is of particular interest to information, security, or stock analysts whose job is to look for new events that are of significance in their area. Typically FSD is done by reducing stories to a set of features that can be substantially smaller either as vector \cite{1} or a probability distribution \cite{15}.

The main difference between FSD and Cluster Detection is that FSD algorithms do not rely on huge a number of instances of a new story in order to detect its novelty. Their performance is at their best when they are able to detect a new story by only seeing a single instance of it. Normally a model of previous stories are built and a new incoming story will be tested against the existing model in order to decide that if the incoming story instance can be classified as new. As Allan et al. \cite{2} have discussed, simple feature representations are not very effective at detecting new stories from the stream and more sophisticated approaches are needed.

What has been most popular in the literature \cite{10, 37, 39} is representing documents
using bag-of-words (BOW) using vector space model as shown in Figure 2.2 and calculate similarities between corresponding vectors using different similarity measures such as cosine-similarity. For novelty detection, the representing BOW’s vector of an incoming new article gets tested against other news articles in the system for a given window, and decision will be made if there are any existing news article that can be associated with the new incoming one, or a true novel news story has been discovered.

\[
weight_t(d, w) = \frac{1}{Z_t(d)} f(d, w) \cdot \log \frac{N_t}{df_t(w)} \quad (2.5)
\]

\[
Z_t(d) = \sum_{w} f(d, w) \cdot \log \frac{N_t}{df_t(w)} \quad (2.6)
\]

\[
sim_t^{c}(d, q) = \sum_{w} weight_t(d, w) \cdot weight_t(q, w) \quad (2.7)
\]
In a seminal work from Palo Alto Research Centre [5], researchers developed a system that uses incremental TF-IDF model, generation of source-specific model, and term weighting as shown in Equation 2.5 for detecting NED system from news articles streams. They have argued that since each stream (news websites) have their own style of writing and their own way of anchoring the news, it is essential to train a temporal modal for each of the streams instead of one unified stream. Secondly, they compared each incoming document with all the documents in the system on a specific time window using Equation 2.7 and if the similarity value between the new document and existing document was below a minimum threshold then the incoming news article would receive label of being new-story. Their main contribution is the way of calculating the similarity between the documents: each document gets segmented into a number of overlapping parts that contains a few sentences. Each segment of the documents is compared against all the segments of the other document and the average similarity of the segments between the two news articles will be the degree of similarity between the two articles. In this work, authors have argued their feature weighting schema and segmentation-comparison have increased the accuracy of the system. However, it is important to note that their method is very expensive and can become quickly infeasible as soon as the volume of incoming data increases.

\[
sim^*_c(d, q) = \frac{\text{sim}(d, q) \cdot (1 + 2^{-\text{age/halftime}})}{}
\] (2.8)

Moreover, their system has consideres time-decay in calculating their similarities. According to Equation 2.8 two documents are far apart in times are less similar than the ones are located in closer time windows. However, as discussed in their paper [5],
considering such cost function can by itself be expensive and not very helpful.

Figure 2.3: Typical New Event Discovery (NED) system [5]. Square and Circle are representing two different unique events that have accrued in the stream.

Novelty detection has been studied in other fields that have temporal sequences of data, such as monitoring sensors for detecting anomaly, or stock market prices to detect new behaviour regarding ongoing investments. As a result there are many signal processing and trend analysis techniques are used in this field that can be adapted for the proposed of TDT. Ma and Perkins [19] have developed an online algorithm for modelling temporal sequences using an online support vector regression algorithm for novelty detection.

2.5 Similarity Computation

Similarity measures can define the degree of similarity between two objects of interest in terms of some the defined characteristics of interest. For example, if documents are represented as a probability distribution over their terms, then the similarity of any two chosen text documents are dependent on the degree of similarity of the
probability distributions. Therefore, feature representation (i.e. BOW) can dictate possibility of similarity functions to be used.

BOW representation is one of the most famous representation used in the field of text mining. Since documents are represented using a vector of their terms, cosine-similarity is one of the most used candidate for finding similarity.

\[
similarity = \frac{\sum_{i=1}^{n} A_i \times B_i}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \times \sqrt{\sum_{i=1}^{n} (B_i)^2}}
\]  

(2.9)

Cosine similarity, as defined in Equation 2.9, computes the degree of similarity of two vectors which ranges from 0 (no similarity) to 1 (being identical). It should be noted that as the vocabulary of documents grow, the terms used in their vector representations grow proportionally. As a result, the distance between vectors can grow exponentially, a phenomenon known as the curse of dimensionality. Two similar documents, due to the growing dimensions (i.e. number of terms in the global dictionary), can become dissimilar very quickly and result in loss of the overall accuracy of the system.

If feature is are represented using probability distributions, then Hellinger distance would be an ideal candidate to measure the closeness of the probability distributions.

\[
H^2(P, Q) = \frac{1}{2} \int \left( \sqrt{\frac{dP}{d\lambda}} - \sqrt{\frac{dQ}{d\lambda}} \right)^2, d\lambda
\]  

(2.10)

Formula 2.10 shows how Hellinger distance is calculated on two probability distributions of P and Q, and parameters in this equation are coming from Random-Nikodym derivatives of P and Q.
2.6 Curse of Dimensionality

Curse of dimensionality is the problem caused by the exponential increase in volume associated with adding extra dimensions to Euclidean space. As text documents represented using BOW vectors, each term can be considered as a distinguishable dimension. As the number of text documents grow so does the number of unique terms used in each of the individual text documents, consequently, the total dimension of representing documents in the space grow very rapidly. As dimension grows linearly the associated volume grows exponentially and as a result distance between documents (a.k.a. similarity) increases exponentially. In other words, documents that were very closer (in term of similarity distance) in lower dimensions are now far apart due to the added dimensions. Therefore, large dimensions not only increase computational cost, but also may distort the accuracy of computations.

Text documents, may use very different words based on the style of their writers and thus the number of unique terms (i.e. dimensions) increases very quickly. Therefore, it is advantageous to text mining applications to come up with features that are substantially lower in quantity and improve both the computation time and accuracy of the system.

2.6.0.1 Feature Selection

Feature selection approaches find a subset of features from the original set either using filtering or through search for increasing accuracy. For example, information-gain is considered as one of the most popular feature selection approach as only variables with high information-gain value are selected and ones bellow a certain threshold are
discarded. One of the main contributions of this thesis work is utilizing bursty feature
discovery for its feature selection task in order to reduce the number of features in
the feature set before performing computation, for decreasing the computational cost
and increasing accuracy.

2.6.0.2 Feature Extraction

Feature extraction is the task of transforming data from high dimensional space into
a space with fewer dimensions with minimum amount of loss. It is important to bear
in mind that transformed dimensions are features that are constructed rather than
plain selection (i.e. feature selection).

Principle Component Analysis (PCA), initially introduced by Pearson [25] and then
independently by Hotelling [14], is a statistical method that uses orthogonal trans-
formation to transform a set of possibly correlated features into a few linearly un-
correlated variables called principle components. It can be used for outlier detection
in search of features that can be considered outliers.

2.7 Cluster Detection

Clustering or Cluster Analysis is the task of grouping objects in a way that objects
belong to same group are more similar than objects in other groups(clusters) as
shown in Figure [2.4]. Document clustering in the field of text mining is the study
of algorithms for grouping set of documents based on a defined similarity function.
What is important to consider when study any particular clustering algorithm aside
from its complexity, is the shape of the clusters that it can detect. Some clustering algorithms such as k-means \[13\] mostly detect clusters that have circular shape and while others like DBSCAN \[36\] can detect clusters with irregular shapes and sizes. Clustering algorithms can be further broken down to two categories of *dynamic clustering* and *static clustering* in terms of the number of the clusters they can detect \[36\]. In static clustering algorithms, number of clusters should be known in advance and provided to the clustering algorithm. This constraint can be very limiting in cases where number of clusters are not known ahead of time continuously are changing in temporal based applications. Dynamic clustering algorithms are capable of finding any number of clusters and do not require any prior knowledge about the number of clusters. DBSCAN is an example of such algorithms which has been explained in further details in Section \[2.7.3\].

Figure 2.4: An example of clustering analysis task.

The primary goal of cluster detection is to group stories on the same topic or event. The important difference between cluster detection and FSD is that cluster detection has to identify group of related topics/events while FSD has to detect the beginning
of an story. Furthermore, their evaluation is done differently, cluster detection will be punished once it misses a group of related topics while FSD will be heavily punished when it misses the beginning of a new emerging event [2].

The problem of TDT or in particular topic/event extraction can be formulated as unsupervised learning problem (clustering). It is important for a TDT system to be able to model events without any prior knowledge of the occurring events. There are two approaches discussed in the literature [6 11 26] about the clustering task: (1) clustering the features in the feature space or (2) clustering the documents. Since the nature of the features can dictate the availability of algorithms to be used for clustering, algorithms used in these two approach can be different but still some overlap may exist.

2.7.1 Document-Pivot Clustering

The main idea behind Document-Pivot clustering event-detection is clustering similar documents together and then select keywords from the discovered clusters that can describe a potential event. As stated in the study by Yang et al. [38], these techniques require many parameters that are very difficult be tuned. Moreover, some events can have very low number of supporting documents and as a result they get eliminated through this approach.

Several document-pivot clustering approaches have been tested in the text mining community for event-detection such as using Self-Organizing Neural Network [26], modelling clustering using probabilistic mixture models [21 18], and other dynamic clusterings [6]. Due to the fundamental problem with the fine tuning parameters
in these techniques of extracting events, researchers have started to shift towards feature-pivot clustering techniques, that is described in the next section.

![Diagram](image)

Figure 2.5: Each document can contribute to many bursty events [11].

2.7.2 Feature-Pivot Clustering

Feature-pivot clustering, as term suggests, is done by clustering the feature set instead of the document set. As a result, as shown in Figure 2.5, documents can belong to more than one cluster as its forming features are taking apart in different clusters. For example, a document that discusses government shutdown and its effect on stock markets can very well contribute to both events of government shutdown, and collapse in the stock market. Such documents help to create link a between different event clusters and help to summarize and explain some of these events. Therefore, it is reasonable to consider that some news articles may discuss more than one event and by clustering features instead of documents it is possible to discover such inter-related events. In this study, we adopt feature-pivot clustering as our main approach.
on event discovery and extraction, and we conduct a detail study to have a brief comparison between the two methods (document-pivot vs feature-pivot).

Fung et al. [11] developed a system in which frequency of terms were monitored for a period of time and bursty terms were selected as the main features. Then, the trend lines of selected features where clustered together using overlapping technique for time-series analysis in order to form events. Their work also discusses how time-series trend lines helps to detect the stop words that are specific to the corpus under the study.

Weng and Lee [35] developed an algorithm specialized on event detection from Twitter by performing signal processing on the temporal frequency of terms. Using different transformation, the resulting time-series show peaks and bursts a lot more clear and helps to store data using less information. Moreover, in their novel work, they have developed an quantification method for measuring event significance, which is calculating using cross correlation between the values of the signals forming the event.

2.7.3 DBSCAN

Density Based Spatial Clustering of Applications with Noise (DBSCAN) is a clustering algorithm proposed by Ester et al. [8]. This is a density-based clustering algorithm since it estimates the number of clusters initially from the estimated density distribution of corresponding nodes.

Two parameters: $\epsilon$ (eps) and minimum number of points (minPts) are required to identify and form a dense region. It randomly start with a unvisited point as the
starting position, then all the point’s in $\epsilon$-neighbourhood are retrieved. If the retrieved points are bigger that minPts, a new cluster will be formed, otherwise the point is labeled as noise. If a point is determined to be part of a cluster then all of its unvisited $\epsilon$-neighbourhood points are retrieved and the same steps will be repeated. As shown in the Figure 2.6, two density regions have been formed and points that are far apart of these two region by $\epsilon$ are considered as noise or outliers.

DBSCAN visits each point potentially multiple times, so without any form of indexing and optimization the complexity of the algorithm is $O(n^2)$. It does not require prior knowledge of the number of clusters and can find arbitrarily shaped clusters. Moreover, the ability of handling outliers and noise makes DBSCAN one of the top performing algorithms in cluster analysis. This thesis utilizes DBSCAN for its event
Algorithm 2.1 DBSCAN Algorithm [7]

1: function DBSCAN(D, eps, MinPts)
2: \( C \leftarrow 0 \)
3: for all unvisited point P in dataset D do
4: mark P as visited
5: \( NeighborPts \leftarrow regionQuery(P, eps) \)
6: if sizeof(NeighborPts) < MinPts then
7: mark P as NOISE
8: else
9: \( C \leftarrow nextcluster \)
10: expandCluster(P, NeighborPts, C, eps, MinPts)
11: end if
12: end for
13: end function

14: function expandCluster(P, NeighborPts, C, eps, MinPts)
15: add P to cluster C
16: for all for each point P’ in NeighborPts do
17: mark P’ as visited
18: NeighborPts’ \( \leftarrow \) regionQuery(P’, eps)
19: if sizeof(NeighborPts’) \( \geq \) MinPts then
20: NeighborPts \( \leftarrow \) NeighborPts joined with NeighborPts’
21: end if
22: if P’ is not yet member of any cluster then
23: add P’ to cluster C
24: end if
25: end for
26: end function

27: function regionQuery(P, eps)
28: return all points within P’s eps-neighborhood (including P)
29: end function
discovery task and it shows that parameters such as $\epsilon$ and $minPts$ can be very helpful specifically in the event discovery task.

2.7.4 Subspace Clustering

As Kriegel et al. [17] and Parsons et al. [24] have discussed that in a high-dimensional data set usually there are no global feature selection methods that can be applied to overcome the challenges of high dimensionality. Thus, they have surveyed different algorithms that known as subspace clustering. In such algorithms, different subset of features, based on their relevance and correlation, are selected to cluster the data. The challenge is to find a set of features that can find a fit cluster. In other words, “The general aim of clustering algorithms designed for high dimensional data is to find clusters in arbitrarily oriented subspaces of the original feature space.” [17]

One main application of the subspace clustering in Web Text Mining is to detect keywords that are considered major concepts for certain websites. Then those keywords can be served for classification or information extraction purposes. Such discovery is possible to be accomplished through an automatic process which uses subspace cluster in its heart [24]. There are three categories that subspace clustering algorithms fall into:

- **Axis Parallel Clustering** The main idea behind axis parallel clustering is to reduce the search space of all the possible subspaces to only axis-parallel subspaces [17].

- **Pattern-based Clustering** The main idea behind pattern-based clustering is
to treat features and objects interchangeably.

- **Correlation Clustering** The main idea is to assume that any cluster can be located in an arbitrarily oriented subspace \( S \) of the data space \( \mathbb{R}^d \). Such clusters may appear in hyperplanes of arbitrary dimensionality in the data space but no typical pattern in the data matrix does correspond to these models based on a spatial intuition.

## 2.8 Bursty Event Detection

In statistical sense, burst is an intermittent change in activity or frequency of an event. And bursty event in text mining, as implied in this research work and in literature [12], is a sudden increase in number of topically similar documents that contain information about an event. The major contribution of this thesis is to find possible relations between bursty events in time, therefore bursty event detection is the major component of this framework.

Kleinberg [16] proposed in infinite-state automaton to model the arrival times of documents in a stream to identify bursts that have high intensity over limited durations of time. The states of the probabilistic automaton correspond to the frequencies of individual words, while the state transitions capture the burst, which corresponds to a significant change in word frequency. However, this model assumes documents in the stream are all about one single topic which renders this model useless for applications tracking multiple topics.

Chang et al. [11] applied spectral analysis using discrete Fourier transformation
(DFT) to categorize features for different event characteristics (e.g., important or not, and periodic or aperiodic events). DFT converts the signals from the time domain into the frequency domain, such that a burst in the time domain corresponds to a spike in the frequency domain. However, DFT cannot identify the period of a bursty event. Therefore, they employed Gaussian mixture models to identify feature bursts and their associated periods.

Snowsill et al. [30] presented an online approach for detecting events in news streams based on statistical significant tests of n-gram word frequency within a time frame. An incremental suffix tree data structure was applied to reduce the time and space constraints required for online detection.

2.9 Story Link Detection

Story Link Detection (SLD) is the final task in a TDT system by finding link between the two group of selected stories. Unfortunately, SLD has not been studied extensively by the research community due to the unclarity of its applications [2]. Normally SLD is done by comparing returned value of a similarity function, as a result the main researches in this field is done on comparing different similarity function computations. Mei and Zhai [22] have developed a method for modelling the events using probabilistic mixture models and computing their similarities between the events (i.e. $\theta_1$ and $\theta_2$) by computing similarities of their mixture model as given by Formula 2.11. Moreover, in their research, they have introduced a new notion of theme and theme evolvement to the field by arguing that events may start to evolve
into different subtopics that can all still represent a single event.

\[
D(\theta_1||\theta_2) = \sum_{i=1}^{V} p(w_i|\theta_2) \log \frac{p(w_i|\theta_2)}{p(w_i|\theta_1)}
\]  

(2.11)

2.10 Concluding Remarks

In this chapter we have provided an overview of the field of event discovery and tracking by explaining the underlaying algorithmic concepts in discovering events from document streams. With advances in technology and availability of information, analyzing and processing documents are vital to individual and businesses who have to make decision based on existing load of information. TDT systems are mainly focused on providing an abstraction over the pool of available documents in order to enable individuals to navigate and stay informed about what matters the most to their interest.

Due to the existing of variations in definition of what to be recognized as “event”, different algorithms are presented for event-discovery in the previous sections. Event-discovery can be formulated as a clustering problem in which we are looking to find clusters that represent a real-world event. In this thesis, based on the existing work, we are going to present a new clustering framework for discovering event from stream of news articles build on top of the existing methods discussed in this chapter.

Moreover, in order to keep with the pace of availability of overwhelming information, it is natural for humans to connect dots by finding relations between events in the course of time. Since finding meaningful relations between news articles in course of
time has not been studied extensively in the community of text mining, our main focus in this reach work is to provide a framework towards discovering events that potentially can cause some other relevant events in the future and most importantly discovering such relationships.
Chapter 3

The Proposed Framework

News agencies are in the business of informing societies about ongoing events and issues around the globe. Some stories slowly emerge such as discussions about new upcoming presidential election and reach a peak as they get closer to the election pool and slowly disappear. Such stories are known ahead of time and their occurrence in the news media is expected. In contrast, for some events there are no available foresight on when they are going to occur, and once occurred, they will eventually turn into a very hot and challenging topic that can have different consequences on the societies as a whole.

For example, a sudden announcement about an ongoing issue in Middle-East can upset different sectors of economy such as oil and petroleum companies, while it may increase the stock price of green energy companies such as Solar City. The sudden occurrence of such events in news is called bursty events that bare vital information to people and businesses. Moreover, it is very important for individuals to imply
relationship between different occurred events in past in order to come up with more accurate picture of tomorrow, which is know as the art of “connecting the dots”. Connecting the dots between news events are in a high demand with given advances in technology and availability of large volume of information. It is very important to note that connecting the dots in terms of finding the relations between different events can be domain dependent or even use case dependent. Semantical relationships may need to be taken into consideration and a solid definition of “relation” has to be defined.

Despite the importance of application of systems that provide such useful insights (i.e. burst detection, and link relation discovery), due to the complexity of the system it is not readily available for general public use. We strongly believe the problem is in the sophistication of the subparts that such systems contain and their interaction with each other. Therefore, as a part of this thesis work, aside from improving bursty event detection and introducing the notion of link discovery, we provide a general framework for constructing a working TDT system.

In text mining, event discovery falls into unsupervised machine learning realm and clustering analysis is the standard practice. Aside from choosing the right clustering algorithm for burst detection and performing the bursty event discovery task, it is important to pay very close attention to the preprocessing stage. Due to the fact that text documents contains large volume of unique words, the feature set (a.k.a. the dictionary) can be substantially large and may contain features may corrupt the end result. Thus, feature analysis is the main task before proceeding to cluster analysis. In this thesis we are proposing a procedure for only selecting bursty features (i.e.}
words) as we believe they help to detect bursty events with better accuracy.

It is important to take into consideration the different usage of words in different fields and take into account special terms when performing link discovery between events, however, such considerations usually are very resource intensive and can render the system to be very domain dependent. In order to make a general framework that could perform reasonably well in different domains, we resort to statistical measures to find similarities between words and to discover words that can be semantically similar. For example, “slide” and “drop” are words to explain lower price for a security in stock market. Even though their relation is not given to the system, the system can infer that “slide” and “drop” are potentially similar either because in some text documents are repeated together in high frequency or there is a intermediate word like “low” that can make this connection. As it will be explained later in this chapter, such methods may not be highly accurate, but given that they do not require any user input, the link discovery can perform at reasonably good level of accuracy.

In this research, we propose a general framework for new emerging systems towards bursty event extraction and story link discovery from online news articles. The main contribution of this work, aside from proposing the general architecture of such system, is the algorithms used in Bursty Event Extraction and Story Link Discovery which are discussed in the details on the following chapters.

Figure 3.1 shows the overview of the proposed framework and the sequence of the tasks that will be done on the stream of news articles in order to perform event extraction and event relation discovery. This chapter will give a brief description of each sub part accordingly.
3.1 Crawling

Crawling is the initial task in the subsystem of any TDT system. Crawling is the task of retrieving relevant resources and storing them for further processing tasks. For example, one can simply search every single news website for finding relevant news.
articles or simple use the Google News’s API for news gathering. Since this research work is for analyzing text documents, it is important that documents retrieved stored in text format. Therefore, it is possible to expand these framework to other sources such as news television programmings as long as there exists a way to translate and encode audio media into text for other components of the system to analyze.

3.2 Temporal Indexing

The novelty of this research work is event-discovery by selecting bursty features from the stream of news articles. Therefore, it is essential for a temporal indexing engine (TIE) to be in place in order to index news articles as they come and recording word frequencies on daily basis in order to building the temporal plot for each word. Due to the potential growth in the size of the news articles and vocabulary used in the stream, TIE has to be designed carefully by having such growth in mind. Moreover, in order to be able to discover the relations between current events with the events of past, TIE has to be capable of intelligent retrieval and fast pattern matching in order to boost the performance of the system and make the use of such system a reality. Figure 3.2 shows the storage schema for the temporal indexing which enables set of queries that are used for temporal data mining on text documents and is the essential part of the bursty event detection and link discovery.
3.2.1 Document Vectorization

Documents are constructed from sequence of words and it is important to index documents based on the words that they contain. As explained in the previous chapter, the initial step is to break down the document into array of words that has
build up the document and remove the unwanted characters such as comma and dot. Moreover, some words which are known as *stop-words* are required to be removed as they do not bare any important information and every single document in the set contains them. Words such as *determiner* are of that nature and are filtered out at this process stage. Doing so helps to reduce the complexity of the feature set in terms of volume and processing. It is worth to mention that stop word removal is an optional step and depending on the requirements can be switched off.

More sophisticated vectorization algorithms can be used depending on the usage of the framework. For example, terms such as “New Brunswick”, represents a location which consist of two words. A naive algorithm can break this concept into two unrelated words of “new” and “brunswick” and can lower the accuracy of the system. Rapid Automatic Keyword Extraction (RAKE) [27] is one of the popular algorithms that is capable of extracting terms of multiple words. RAKE first splits text documents into its sentences using sentence delimiter. Then, each sentence is broken into terms using stop words. Words grouped together after the break down are considered candidate keywords and by ranking them it will come up with the final keyword set. This algorithm is been suggested to be used as part of this framework.

Words can take on different forms such as singular vs plural and it is important to take such differences into account. As being discussed in the previous chapter, it is important to reduce all the words into their word stem in order to reduce redundancy in the feature set and increase the accuracy of the system. Both stemming and lemmatization can be used to accomplish this task. Using lemmatization requires the terms in the document to be tagged with their part of speech which can be a
costly process and not required for all the applications. Therefore, we have used a rule based stemming API to accomplish this task.

### 3.2.2 Indexing

Once the text document being vectorized, the indexing process can take place. The objective of indexing are:

- Track what words are within each document.
- Having the ability to find all documents that contain a certain word or a set of words.
- Having the summery of the usage of a word in each day.
- Have the list of all the words being observed so far.

Table *Dictionary* in Figure 3.2 is the storage schema for storing all the terms observed. Once the document vectorization is done, all the terms in the vector set will be checked against this table and if the term already exists in the table, the term gets replaced with its *unique ID* in the vector set. Otherwise, the new term will be inserted into the table and receive a new unique ID and replacement takes place. Once the vector of terms is replaced with the vector of IDs of terms (Algorithm 3.1), the indexing engine is ready to perform the indexing task. Depending on the category selected for the document to be index, document will be inserted into *Document* table and it will receive a unique *document id*. It is important to also count all the terms
Algorithm 3.1 Term vector to ID vector for indexing

Require: Dictionary_Table

1: function TERM_TO_ID(term_vect)
2:     for all term in term_vect do
3:         if term exist in Dictionary_Table then
4:             term_vect ← term_id(Dictionary_Table, term)
5:         else
6:             new_id ← insert_term(Dictionary_Table, term)
7:             term_vect ← new_id
8:     end if
9: end for
10: end function

in the document and store it as this value can be very useful for computing TF-IDF and can increase the overall performance of the system.

Table Dictionary_Document_Relation will capture the dependency of a word and a document. Vectorized terms id are now inserted into this table along with the newly inserted text document’s id. As shown in the Figure 3.2, this table contains a count element that captures the number of times a certain term is repeated in the document. This count is very important for burst discovery and also will be used as the TF for building a TF-IDF model.

In order to have overall word usage history per day for each category, it is vital to store each word count per day that occurred in each category. Table Dictionary_Date_Category_Relation represent the schema for capturing this vital information. Using this table, one can find out how many times and what set of words are discussed per day in each category. In the indexing process, as more documents arrive, this table gets continuously updated for keeping the count element up to date.
By considering *category* in the indexing process, we are allowing the framework to capture and discover different bursty events for different set of documents. For example, “obama” could be a term that repeatedly is being used in the category of social issues due to the ongoing issue of health care for a long time. Thus, “obama” is not a bursty feature in that category because of being used heavily in past months. However, “obama”, at the same time can be considered a bursty feature in the finance category since there had been no occurrence of the term previously and the sudden occurrence can be due to a sudden burst of an event. As a result, introducing category based indexing allow such systems to distinguish between terms that are used in different categories and increase system’s accuracy.

Introducing the *date* component in the storing and indexing process, allows the system to look for the terms usage throughout a time axis and discover different usage patterns. Such temporal indexing can enable systems to perform text mining process through course of time instead of a fixed time set. Moreover, all the critical tables are getting updated in an incremental fashion which allows retrieval to be faster as the number of documents increases. In other words, such indexing allows *online text mining* algorithms to perform their task.

### 3.3 Bursty Feature Selection

The idea behind bursty feature identification is to generate a probabilistic model of \( P_g(n_{i,j}) \) for each feature \( f_i \) in a window \( w_j \) by counting the documents that contain the feature denoted as \( n_{i,j} \). This model proposed by Fung et al. estimates an
unknown hyper-geometric distribution by performing the estimation on binomial dis-

tribution. As given in Formula 3.1 the probability distribution will model the success

probability of occurrence of $n_{i,j}$ of feature $f_i$ in a window $w_j$ given the number of

the documents in the window. Computing the binomial distribution is relatively fast

compared to other form of hyper-geometric distributions, and the given architecture

for storage component of this framework will enhance the computation as some of

the critical numbers for each feature are pre-computed.

$$P_g(n_{i,j}) = \binom{N}{n_{i,j}} p_j^{n_{i,j}} (1 - p_j)^{N - n_{i,j}} \quad (3.1)$$

$$p_j = \frac{1}{L'} \sum_{i=0}^{L'} P_o(n_{i,j}) \quad (3.2)$$

$$P_o(n_{i,j}) = \frac{n_{i,j}}{N} \quad (3.3)$$

$N$ is the number of the documents in the time window $w_i$ and $p_j$ is the expected

probability of documents that contain feature $f_j$ in a random time-window. Thus,

the probability of observing a feature over all the time windows will be calculated and

then average will be computed as given in Formula 3.2. $L'$ is the total number of the

windows, a parameter that needs to be configured in the system. As we will explain

in the next chapter, we decided that each time-window will contain 5-days worth

of documents and each window will have 2-days overlap with its previous window.

These parameters are set experimentally and can vary for different domains.

Figure 3.3 shows a typical binomial distribution where probability of success is 0.5.
Algorithm 3.2 Bursty Feature Detection

Require: Dictionary_Table

1: function COMPUTE_BURST_VALUE(term_list)
2:     for all term in term_list do
3:         term_day_frequency[] ← FIND_TERM_DOC_DAY_COUNT(term)
4:         term_timewindow_frequency[] ← SLICE_TIMEWINDOW(term_day_frequency, X)
5:     for all ftw in term_timewindow_frequency do
6:         N ← total number of documents in this time window
7:         n ← ftw
8:         p ← EXPECTED_PROBABILITY(term)
9:         binomial_dist ← BINOMIAL(N, n, p)
10:        mean ← binomial_dist's mean
11:        end ← mean + (3 * standarddeviation)
12:        if n >= 0 and n <= mean then
13:            return False
14:        else if n > mean and n < end then
15:            q ← float((mean + end)/2.0)
16:            slope ← 1.0/float(end − mean)
17:            z ← (pg * slope) − q
18:            burst_probability ← 1.0/(1.0 + exp(−1.0 * z))
19:            return burst_probability
20:        else
21:            return Bursty
22:        end if
23:     end for
24: end function
Figure 3.3: A generic view of a typical binomial distribution of the system [11].

Figure 3.4: The sigmoid distribution [11].

This would represent a case where $p_j = 0.5$. As $p_j$ grow, the graph will be shifted to the right hand side. As a result, words that are repeated very frequently in most of the windows will have a distribution shape skewed severely to the right and those words can be either *stop words* or words that do not bare important information for finding any sort of burst. It is worth to mention that using this method it is possible to implement an adaptive system for *discovering domain* specific stop-words.
Algorithm 3.3 Bursty Feature Detection (continued)

1: function EXPECTED_PROBABILITY(term)
2:     ▷ Compute expected probability of occurrence of the term in all time windows
3:     expected_value ← 0
4:     term_day_frequency[] ← FIND_TERM_DOC_DAY_COUNT(term)
5:     term_timewindow_frequency[] ← SLICE_TIMEWINDOW(term_day_frequency, X)
6:     for all ftw in term_timewindow_frequency do
7:         expected_value ← ((ftm/total_doc_in_w) + expected_value)/n + 1
8:     end for
9:     return expected_value
10: end function

for reducing dimensions in text mining applications, hence increase the performance and accuracy.

Note that the binomial distribution in Figure 3.3 is divided into three different region. Region A is from 0 to \( x \) where \( P_g(x) \) is maximum and Region B is from the peak to the point where it return back to 0. If the right-hand side of the distribution never reaches back to 0 it is concluded that the feature is one form of a stop-word and can be ruled out as not bursty feature since is being repeat in large volume in most of the time windows.

There are three different scenario to consider in order to rule out a feature as bursty in a given time-window after its binomial distribution is computed:

- When \( n_{i,j} \) is in Region A, suggest that probability of the feature in \( W_i \) is less than or equal to the probability \( f_j \) is drawn randomly. Therefore, it is not a bursty feature.

- When \( n_{i,j} \) is in Region B, depending on its location in R-B can be considered
as bursty feature. If it is more closer towards Region C that it has higher probability of being bursty whereas as is closer to Region B is less likely. Therefore, by applying a sigmoid function as shown in Figure 3.4 we can give a weight to the burstiness of the feature. In this scenario, a threshold can be set and features with smaller weight are filtered out.

- When \( n_{i,j} \) is in Region C implies that the value is higher than the prior probability and is exhibiting an abnormal behaviour and it will be detected as a bursty feature in \( W_i \).

Once the binomial distribution for each feature in the feature set is computed over the selected periods, then each feature within each window will be tested with their own binomial distribution in order to find out if their occurrence on a given window is bursty or not.

### 3.4 Event Discovery

Event discovery is done using clustering the selected bursty features from the bursty-feature discovery phase. There are different methods to select a subset of features as we discussed in the previous chapter. We argue and show later that selecting bursty features from previous phase will increase both precision and recall of the system.

As the features are selected for each time-window in the previous phase, bursty events are defined by clustering the selected features. As explained in Section 2.7.2, the idea of clustering features instead of documents is called feature-pivot clustering and its advantages have been discussed in Section 2.7.2.
Based on the documents in a selected window \(W_i\) a term-document matrix for the bursty features will be constructed in which each bursty feature is represented using a vector consist of documents in the \(W_i\). Let \(f_{i,j}\) be a randomly selected bursty feature in time window \(W_i\) then \(f_{i,j} = <d_{i,1}, d_{i,2}, \ldots, d_{i,k}>\) where \(d_{i,k} = 1\) if document \(k\) in \(i\)th time-window contains the selected feature \(f_j\), otherwise \(d_{i,k} = 0\). The term-document matrix is used to compute similarity, as discussed in Section 2.5, between different features for clustering purposes. Moreover, term-document matrix is capable of capturing implicit relationship of terms which in some cases can be as accurate as manually providing such relations to the system.

Once the feature representation is accomplished through constructing the term-document matrix, using a clustering algorithm, feature-pivot clustering can take place. In this thesis, the DBSCAN is the major clustering algorithm that is being used due to its performance and clustering capabilities. DBSCAN, as discussed in section 2.7.3 is capable of clustering different shapes in space which made a logical scenes to be used in this project as text documents can have different unconventional form in space once represented in vector space model. It is worth mentioning that DBSCAN is open to different similarity measures functions and a wide range of similarity functions can be used for computing distance between features.

The result of clustering algorithm is the list of potential bursty events. In order to increase the reliability of the system each of the clusters are evaluated using silhouette score. By computing mean intra-cluster distance of elements in a cluster it helps to measure the density and similarity of objects in a cluster among other clusters. *Silhouette Score* vary from \(-1\) to \(1\), any value bellow \(0\) is not acceptable and one can
Algorithm 3.4 Building time window bounded bursty term-doc matrix for DBSCAN

Require: Dictionary_Table

1: function BURSTY_EVENT_DISCOVERY(bursty_terms)
2:   term_doc_matrix[] ← init to zero
3:   for all term in bursty_terms do
4:     docs_count[] ← load id of documents contained this term
5:     for all i in docs_count do
6:       term_doc_matrix[term][i] = docs_count[i]
7:   end for
8:   bursty_events[] ← DBSCAN(term_doc_matrix, epsilon, minPt) return
9:   bursty_events
10: end function

conclude the discovered cluster is meaningless while positive values represent quality of the formed cluster. Not only Silhouette Score can be used for evaluation of our framework it also serve as an online monitoring measure of the running system and giving the possibility of dropping less assuring and noisy cluster without reporting them and also reporting a interval of confidence on the discovered clusters.

3.5 Event Relation Discovery

Once events are discovered from Event Discovery phase, relation of the recently discovered event should be studied with the discovered events in the past. Since events in the past can have causal relationship with the recent discovery, discovering such link will allow to see the bigger picture from the past in order to predict the future. Moreover, some bursty events that may happened over the course of time can be grouped together in order to represent a bigger silent ongoing issue. For example,
different bursty events regarding Tesla Motors and SolarSystem throughout the time can shed lights on the bigger topic known as Clean Energy that may have never been discussed boldly in the news stream yet again its affect can be felt in the industries as a whole.

There are different ways to go about this problem and define different type or relationships between events (i.e. causal vs topic). Since the problem is discovering the relationship between different text clusters in time, we have provided our own definition and approach in order to introduce the importance of such concept in academia and create a foundation for further improvements. Since the event discovery process is one form of feature-pivot clustering, and since the features are represented using vector space model, it is possible to construct a vector representation for the discovered events by aggregating their underlying feature vectors.

**Algorithm 3.5** Bursty event vector aggregator

1: function EVENTVECTOR(features)
2:   vectorSize ← length(features[0])
3:   eventVector ← array(vectorSize)
4:   for all i from 0 to length(features) do
5:     for all j from 0 to vectorSize do
6:       if features[i][j] = 1 then
7:         eventVector[j] ← 1
8:       end if
9:     end for
10:   end for
11: end function

Once the bursty event’s vector representation is constructed by aggregating its underlying feature vectors, it is ready to be compared with other event vectors for events that discovered in the past. However, since it is possible for some words to occur
in only certain time windows and not all, it is very important that the framework maintain a global dictionary for constructing a global term-document matrix. Computing and maintaining such matrix can be very expensive in long run therefore we have proposed a quick fix to this problem to preserve the speed and maintainability of the framework.

Once the vector of a bursty feature is constructed, a group of past events is selected for link discovery, and as a result it is possible to aggregate all the words in different bursty events to build a encompassing sub-global dictionary of the selected bursty features and reconstruct their vector representations accordingly. Once all the selected and the new discovered bursty event are transformed into the new vector representation they can be compared against the new discovered bursty event using a similarity function such as *cosine-similarity* and if the similarity value was above the set threshold a relation link will be created.

This still remains an open problem for the type of the discovered relationship, and at the moment it is up to the user to analyze further to find the causal relationship between the two identified related events. However, as we will discuss more in the next chapter, this is an interesting challenge that this research work will be proposing to the research community.

### 3.6 Visualization

Visualizing the discovered bursty events and the graph of related events is the final step that allow users to interact with the system. Due to the availability of dif-
ferent platforms (i.e. web, mobile, etc) we are not going to suggest any particular visualization technique. In this framework we decided to output an intermediate file that represents bursty events in each time window as “nodes”. Edges between any two related events shows a relation between the two and capturing the weight of the relation as an attribute of the edge. As a result, the intermediate file will contain description of “graph” that any graphing tool software is able to open and allow the user to interact with the graph. For the testing purpose of this thesis work, we decided to use GDF file format for storing our event graph. GDF simple syntax is easy to understand and requires small storage space for a relatively large graph.

3.7 Concluding Remarks

In this chapter we provided the overall architecture and methods that are used in developing bursty event extraction and link discovery framework. Temporal Indexing is the stepping stone for creating bursty event discovery system and in this chapter we described in details the design and implementation of this subsystem from different aspects. Temporal Indexing Engine needs to take into account the rate of growth of the system and therefore we presented design notes that helps the system to expand as efficiently as possible.

Moreover, we presented our algorithm for burst detection in order to reduce the number of available features into a smaller but useful list of vocabularies. There are different statistical methods such as Principal Component Analysis that helps to reduce feature sets. However, our suggested method perform reduction task by
taking into consideration the usage pattern of features in course of time. Thus, we argue that this method is an informed reduction method well suited for event discovery applications.

We explained how a new term-document matrixes will be constructed for each time-window only based on the selected bursty features. This allows that any suitable type of clustering algorithms get used for event discovery task on the term-document matrix. We chose to cluster bursty terms in each time window as we discussed the advantages of feature-pivot clustering in Section 2.7.2.

We covered the details of how to compute links between discovered events in different time windows using different similarity functions. This allows links with different thresholds to be formed and identified in order to be analyzed further by human agents. The main contribution of this thesis is to provide a method to identify such links between different events separated by a time interval and help human agents by proposing such leads to be investigated further. In the next chapter we discuss details of implementing the explained framework and the retrieved results.
Chapter 4

Implementation and Evaluation

4.1 Data Set and Crawling

For the purpose of validation and testing the proposed framework, using a custom designed news crawler, we have downloaded over 12,000 news articles between January 14th, 2014 to March 9th, 2014 from news agencies that are listed in Table 4.1. URLs in Table 4.1 point to the RSS feeds of the news agency websites, however, since the RSS pages did not contain the full story of the news article, our crawler retrieved every single news story page and striped out the main content from the body of different websites. By downloading the complete story and trying to remove as many boilerplate data as possible we tried to build a more solid and reliable dataset. Even though the efforts have been put in the crawling task to reduce the number of noisy inputs into the system, some of the news article contained some noisy data that our boilerplate remover could not eliminate. The interesting point is
Table 4.1: List of news websites used in the dataset.

<table>
<thead>
<tr>
<th>Website</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN Money</td>
<td><a href="http://rss.cnn.com/rss/money_latest.rss">http://rss.cnn.com/rss/money_latest.rss</a></td>
</tr>
<tr>
<td>WSJ Business</td>
<td><a href="http://online.wsj.com/xml/rss/3_7014.xml">http://online.wsj.com/xml/rss/3_7014.xml</a></td>
</tr>
<tr>
<td>Reuters Business</td>
<td><a href="http://feeds.reuters.com/reuters/businessNews">http://feeds.reuters.com/reuters/businessNews</a></td>
</tr>
<tr>
<td>Livetradingnews</td>
<td><a href="http://www.livetradingnews.com/feed">http://www.livetradingnews.com/feed</a></td>
</tr>
<tr>
<td>Washingtonpost Business</td>
<td><a href="http://feeds.washingtonpost.com/rss/business">http://feeds.washingtonpost.com/rss/business</a></td>
</tr>
<tr>
<td>USA Today Money</td>
<td><a href="http://rssfeeds.usatoday.com/UsatodaycomMoney-TopStories">http://rssfeeds.usatoday.com/UsatodaycomMoney-TopStories</a></td>
</tr>
</tbody>
</table>

With the existing noise in some of the news articles, our framework still managed to perform in an acceptable range. This fact could be the major motivator for proposing the adaptation of this framework in real-world applications such as opinion mining for companies or brands.

As shown in Figure 4.1, the number of documents vary from day to day. Moreover, in some days due to failures in our computer systems, our crawler was unable to download enough document and as a result such days, that were not very frequent, are removed from the analysis and are not shown in the graph.
4.2 Bursty Event Discovery

Due to the nature of news propagation and occurrence, the bursty detection algorithm will group period of days together before analyzing. In this work we are using Sliding Time Window approach to group documents in five consecutive days (slide duration=5) together with slice delta of 3 days. Such slicing will allow for stories that are developing in a short period of time (i.e. few days) get detected by our framework.

Once the documents are aggregated using the sliding time window techniques, then each term’s frequency graph will be studied in the chosen time-window in order to determine if the term is bursty. Once the bursty features are detected, only those
features will be used to representing documents in the selected time window and will be used for clustering purposes.

Table 4.2 shows some of the bursty events that have been detected by the system in different periods of time for illustration purposes. Due to the limited available space, we only selected a couple of examples to show the points that bursty events can be very important and since our dataset consist of news related to finance and business, the bursty events that has been detected (i.e. Microsoft and GM) can help investors to take action accordingly and generate leads for their investments.

Figure 4.3 represents the frequency graph of the words that has formed GM’s bursty event on airbag and ignition switch on 24 Feb to 29 Feb. What Figure 4.3 is revealing is that since these words can be used in different context, they are having very different frequency time series graph, however at some point in time (24 Feb) they formed an bursty event to identify GM’s issue. It is clear that comparing the frequency graph between words cannot alone be a clear metric for grouping words
Figure 4.3: Frequency Time Series of the Bursty Words
Table 4.2: Example of discovered bursty events

<table>
<thead>
<tr>
<th>Burst Period</th>
<th>Bursty Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 Jan to 19 Jan</td>
<td>oil, channel, crude</td>
<td>“Canada Loses Patience on Pipeline, Tells US to Decide” which is representing a bursty event about ongoing talks between Canada and US on the pipeline project.</td>
</tr>
<tr>
<td>23 Jan to 1 Feb</td>
<td>snow storm, ice</td>
<td>Ice that was formed on the Great Lake was causing hazard to ships transporting goods and due to press release of coast guards received a media attention.</td>
</tr>
<tr>
<td>24 Feb to 29 Feb</td>
<td>airbag crash, switch</td>
<td>GM had issued a recall for vehicles that had airbag and ignition switch problems that had led to death of more than 19 people.</td>
</tr>
<tr>
<td>13 March to 19 March</td>
<td>dc, outset, reaction ukrain</td>
<td>Ukrain crisis was starting because of the upcoming referendum and discussion of joining Russia.</td>
</tr>
<tr>
<td>21 March to 26 March</td>
<td>cargo spill, vessel</td>
<td>The Malaysian Flight 370 had gone missing and there were some spills mark on the sea and vessels were launched to look for any survival.</td>
</tr>
<tr>
<td>2 April to 7 April</td>
<td>box cortana microsoft</td>
<td>Microsoft launched a virtual assistance Cortana in response to Apple’s Siri.</td>
</tr>
</tbody>
</table>

to detect bursty events.

Figure 4.4 shows the result of burst-detection algorithm ran through the frequency time-series of the words in Figure 4.3 and the result is easier to interpret as the plot only shows periods where the words were detected to be bursty and their probability of burstiness that was calculated using the sigmoid function. It should be noted that burst-graphs are more compact and therefore storing such graphs for huge number of words is less costly compared to the corresponding raw frequency graph. Moreover, since there are less data points on the burst-timeseries graph, it is faster to compare
Figure 4.4: Burst Time Series
two burst time series than to compare two frequency time series which increase the performance as a result. Additionally, frequency time series does not reveal the importance of occurrence of a typical word in a period with respect to other periods and as a result most of the points on the frequency time series graph can be useless and possibly noise as they do not bear any important information. In contrast, burst time series graph is the result of comparative analysis of the occurrence of a word in different periods.

4.3 Link Discovery and Visualization

As explained in Section 3.5, once the clusters are formed within each time-window the next step is to find potential link between discovered clusters. Due to the performance issues, it is not recommended to look back to all the available time windows but only by a fixed number. However, since our dataset contains only three months of news articles and we have a total number of 17 time windows, it was reasonable to check all the previous time windows for each discovered bursty event to find potential relations.

Figure 4.5 shows a complete run of the link discovery engine of the framework on the discovered bursty events. By laying out the bursty events in each time window vertically, links can be drawn vertically to other bursty events that are related. Since the relational link is the result of computing similarity between two bursty events that will have result between 0 to 1, the strength of each link will be dictated by their computed similarity value. By computing source and destination nodes and relation
strength values in an XML file, we visualized the result using Gephi. Capturing strength value, allowed us to dynamically filter out links with smaller strength value to come up with a cleaner and readable relation graph. Of curse generating the XML
file containing the bursty events relation information enables us to have different visualization user interface implemented on different platforms such as mobile or web.

Figure 4.6: Example of three different related bursty events

Figure 4.6 shows a close up view of one of the related events from Figure 4.5. As it is shown a general discussion about speculation on oil price regarding Ukraine potential crisis has been turned into real crisis of oil price increase and tension in Europe and sanctions(Embargo) Russia for its actions regarding Ukraine.

4.4 Validation and Discussion

What is note worthy about deciding to perform feature-pivot clustering in contrast of document-pivot clustering, other than allowing each document to contribute to more than one bursty feature discovery, is the fact that formed clusters are set of bursty terms that very well can explain what the cluster is representing. Cluster labelling or clustering naming has been one of the important issues in text mining as they reveal important characteristics about supporting documents they contain, and our framework makes the process easier and closer to automated cluster naming.
4.4.1 Silhouettes Score

Silhouettes Score \cite{28} is a score given to a cluster between $-1$ to 1 measuring the quality of the formed clusters. Clusters with negative Silhouettes Score are mathematically inconsistent while positive values describe the quality and density of the formed clusters.

Let $i$ represent a point in a cluster, then $a(i)$ is the average dissimilarity between point $i$ and all the other points within $i$’s cluster. Dissimilarity will be measured using the same similarity function used in the clustering process. Let $b(i)$ be the lowest average dissimilarity of $i$ to any other cluster which $i$ is not a member. Then Silhouettes Score will be defined as given in Formula \ref{eq:4.1}

\[
s(i) = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}
\]  

(4.1)

Thus, the average $s(i)$ over all data of a cluster can serve as a measure of how tightly the data points are within the cluster. Therefore, by computing Silhouettes Score for each of the detected bursty events (a.k.a clusters) we assign a quality value for interpretation purposes. Moreover, by averaging all $s(i)$ within a period it is possible to measure the performance of the system over a period of time.

4.4.2 Validation

Discovering bursty events and their relation in course of time requires a large dataset that span over number of months in order to be adequate for performing such processing. Therefore, number of the available documents and topics potentially will
exceed human’s ability to read all the individual documents and tag them accordingly. Therefore, for validation purposes we decided to use an unsupervised mathematical notation for post clustering analysis to find the quality of discovered clusters and selecting a subset of discovered bursty events and their relations for manual validation. Using not only Silhouettes Score allowed us to measure the quality of the discovered clusters but also became part of the online feedback measure for our running framework to report the performance of the framework under operation.

Moreover, DBSCAN uses two different parameters for performing clusters known as \( \textit{epsilon} \) and \( \textit{min-size} \). Such values mostly are set experimentally and using Silhouettes Score allowed us to choose values that maximize the performance of our clustering.
Table 4.3: Discovered Bursty Events Accuracy

<table>
<thead>
<tr>
<th>Burst Period</th>
<th>Number of Discovered Bursty Events</th>
<th>Window’s Accuracy</th>
<th>Correctly Discovered (# of True Positive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows #1</td>
<td>32</td>
<td>62.5%</td>
<td>20</td>
</tr>
<tr>
<td>Windows #2</td>
<td>23</td>
<td>60.86956522%</td>
<td>14</td>
</tr>
<tr>
<td>Windows #3</td>
<td>8</td>
<td>62.5%</td>
<td>5</td>
</tr>
<tr>
<td>Windows #4</td>
<td>12</td>
<td>58.333333333%</td>
<td>7</td>
</tr>
<tr>
<td>Windows #5</td>
<td>20</td>
<td>60%</td>
<td>12</td>
</tr>
<tr>
<td>Windows #6</td>
<td>35</td>
<td>60%</td>
<td>21</td>
</tr>
<tr>
<td>Windows #7</td>
<td>13</td>
<td>61.53846154%</td>
<td>8</td>
</tr>
<tr>
<td>Windows #8</td>
<td>19</td>
<td>63.15789474%</td>
<td>12</td>
</tr>
<tr>
<td>Windows #9</td>
<td>16</td>
<td>68.75%</td>
<td>11</td>
</tr>
<tr>
<td>Windows #10</td>
<td>10</td>
<td>60%</td>
<td>6</td>
</tr>
<tr>
<td>Windows #11</td>
<td>11</td>
<td>72.72727273%</td>
<td>8</td>
</tr>
<tr>
<td>Windows #12</td>
<td>22</td>
<td>72.72727273%</td>
<td>16</td>
</tr>
<tr>
<td>Windows #13</td>
<td>23</td>
<td>65.2173913%</td>
<td>15</td>
</tr>
<tr>
<td>Windows #14</td>
<td>14</td>
<td>64.28571429%</td>
<td>9</td>
</tr>
<tr>
<td>Windows #15</td>
<td>6</td>
<td>66.66666667%</td>
<td>4</td>
</tr>
<tr>
<td>Windows #16</td>
<td>14</td>
<td>64.28571429%</td>
<td>9</td>
</tr>
<tr>
<td>Windows #17</td>
<td>5</td>
<td>60%</td>
<td>3</td>
</tr>
<tr>
<td>Windows #18</td>
<td>12</td>
<td>66.66666667%</td>
<td>8</td>
</tr>
<tr>
<td>Windows #19</td>
<td>16</td>
<td>68.75%</td>
<td>11</td>
</tr>
</tbody>
</table>

Average Accuracy: 64.15662913%
Standard Deviation: 4.28

algorithm. As a result, Silhouettes Score is working as a feedback loop into our clustering algorithm in each time-window to come up with the best parameters feet. Figure 4.7 shows different Silhouettes Score for different parameter settings and as is shown on the graph, \( \epsilon = 0.7 \) and \( \text{min} = 2 \) worked the best on our dataset. And as discussed Section 4.4.1 Silhouettes Score of 0.27 is in an acceptable range showing the formed clusters are mostly dense.

Table 4.3 is summary of the discovered bursty events in each of the time windows and
their accuracy. Each discovered bursty event is been checked against the supporting documents news articles that contained the terms of the bursty event in the time-window. If we did not convinced there is a relation between the terms that have made up the bursty event, we would mark the detected bursty event as false positive. The total accuracy of each time window is calculated as the total number of discovered bursty events in a time window divided by the total of the correctly (True Positives) discovered bursty events in that window. As a result the average accuracy of the system on our test data is 64% ± 4.

### 4.5 Summary

The proposed framework implemented as a full functioning system which downloaded and analyzed more than 12,000 Economic news articles from different sources. Downloaded news articles, due to the nature of HTML pages, contained some degree of unrelated words. The system managed to index all the downloaded documents and perform bursty feature extraction algorithm to detect bursty features. Later, using our proposed event detection algorithm we performed the clustering task of bursty features by constructing the term-document matrix of bursty features and representing news articles only based on their bursty features. Then, the discovered bursty events were tested against all the previous bursty events for potential link discovery.

Due to the required size of the dataset, it was not possible for all the 12,000 documents to be reviewed and labeled by human operator. Thus, bursty events were
randomly selected and their supporting news article were reviewed to confirm their correctness which on average had 64% accuracy. It is worth to mention, that the level of the accuracy is for the full functioning system in which none of the dataset
items were hand picked and cleaned. In other words, the system’s reported accuracy is based on an unfiltered real world dataset.

The event graph is being constructed from the discovered bursty events and their relations as shown in Figure 4.5. Later, to test the hypothesis that discovered event graph may contain some useful information such as hidden global ongoing issue, we performed a community discovery algorithm on the graph. The result, as shown in Figure 4.8, revealed event a sequence of related events can get broken down to some smaller but related sets that may explains some ongoing issues that never being discussed clearly in the news articles but nonetheless their foot print can be seen from cluster of related bursty events. Exploring further on this ground requires an extensive research which is out of scope of this work and we can raise this question for future works that can be on done based on this research work.
Chapter 5

Conclusion and Future Work

5.1 Conclusion

The main contributions of this thesis, was proposing a novel approach to discovering bursty events from stream of news articles and discovering potential links between bursty events. The proposed framework takes into account the challenges that exist to perform temporal text mining on a large document dataset and provided details of subsystems for indexing and discovering tasks.

A proper indexing is one of the key tasks that needs to be done in order to boost the performance of the system and enable the system to perform on near real-time basis. By pre-computing some of the measures upon retrieval of a document and creating appropriate relations, algorithms can aggregate their data faster and provide result much quicker. For building the global dictionary during indexing, we proposed RAKE keyword extraction algorithm as it helps to capture keywords that consist of
more than one word separated by space.

We proposed an informed method of feature reduction by taking into account the historical usage of the terms in the news article streams. Our proposed feature reduction method, detects bursty features by studying usage trend of terms and detecting abnormal spikes in their usage trend in order to nominate them for clustering. We showed that discovering bursty features and relying on them for bursty event discovery task is a reliable and accurate method and proven to work even on a noisy dataset.

We constructed a new term-document matrix only using the discovered bursty features that was detected. Then, we used DBSCAN clustering algorithm because of its power to cluster irregular-shape data points. Even though the kind of clustering algorithm is a matter of taste and relevancy of the task in hand, we decided to utilize DBSCAN for this task as it enabled us to perform dynamic clustering and not worrying that are data points may form irregular shapes in the term-space. Moreover, DBSCAN parameters allowed us to reason more about the quality of the formed clusters in terms of distance from other clusters and then minimum number of terms to be contained in each cluster.

We proposed an aggregation process for building a vector representing a discovered event using the term vectors that the event contained. This allowed us to use conventional similarity measures such as cosine similarity to measure the distance between discovered events and reason about their relation. It is important to note that using vector space model for modelling events allowed us to find similarity between events that do not share the same set of feature terms. We used the similarity value re-
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turned by the similarity function as the weight of relation between any two related events.

We proposed the graphing visualization technique as the main way to visualize the discovered bursty events and their relations. Thus, the output of a system is a generic graph description file that can be viewed with any major graph visualization software. This allows the system operators to navigate through the event graph and see many relations all in one unified picture. Moreover, this enable researchers and operators to investigate the discovered event graph more in depth using graph and social network analysis techniques.

Aside from human interoperation, we have used Silhouettes Score as a way of measuring the quality of discovered clusters. Moreover, since Silhouettes Score is computed automatically by the system, it is used as an online performance monitoring measure of the system.

Due to the lack of studies and available research works in the field of bursty event discovery and bursty event relation discovery, we were unable to report a comparative study and we only relied on our own validations. Given our real world noisy dataset, our system had average accuracy of 64% on discovering the bursty events.

5.2 Future Work

The potential application of this research work is endless and thus different part of this framework may need to be modified according to the applications need. However, we will discuss some possible improvement and additions that we think is possible
to be made to our proposed framework that can be useful in any application usage.

Currently, the computed *Silhouettes Score* is used only as a monitoring measure of the system. However, it is possible to make a feedback mechanism so that system changes its behaviour in accordance to its current *Silhouettes Score*. For example, instead of using fixed parameters for clustering algorithm, the system will able to
use different settings in order to increase its Silhouettes Score in each time window. As shown in Figure 4.5, discovered bursty events and their relations will form a connected graph. We believe that further analysis of the graph can reveal insights that may be useful. For example, sequence of related events may possibly represent two or more related non-bursty events and they can only get discovered by clustering the bursty events themselves. Figure 5.1 shows this idea, we performed Chameleon Clustering algorithm on one of the connected component of the event graph. Even though all the bursty nodes are well connected in this graph, the graph clustering algorithm divided them into different groups based on their edges. Further analysis may reveal facts and helps operators to draw better conclusions.

Some nodes in the event graph, as shown in Figure 4.5, have higher in-degree or out-degree edges. Such nodes are playing role similar to hub as they connect many bursty events in the graph. Studying their significance may reveal interesting applications.
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