Extracting Feature Words from Customer Reviews

by

Ting Zhang

Bachelor of Software Engineering, SEU, 2012

A THESIS SUBMITTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF

Master of Computer Science

In the Graduate Academic Unit of your GAU

Supervisor(s): Huajie(Harry) Zhang, Ph.D., Computer Science
Examinig Board: Wei Song, Ph.D., Computer Science, Chair
               Yunli Wang, Ph.D., Computer Science
               Guohua Yan, Ph.D., Mathematics and Statistics

This thesis is accepted

Dean of Graduate Studies

THE UNIVERSITY OF NEW BRUNSWICK

May, 2016

©Ting Zhang, 2016
Abstract

Potential customers often browse online reviews before buying products. Manufacturers also collect customer feedback from the reviews. It is very hard for customers and manufacturers to get useful information from a large number of comments quickly. Thus, automatic information extraction in reviews has become a significant problem. This thesis investigates feature word extraction. Feature words are product components or attributes indicating customer interests. Since there is no systematic study on feature word extraction, we first study three classic methods: (1) the frequency-based extraction method; (2) the Web PMI-based extraction method; (3) the rapid automatic keyword extraction (RAKE) method. To provide an objective evaluation, the performance of each method is validated and compared from the following aspects: precision and recall, time complexity, and robustness. Then a new approach is proposed, the rapid feature word extraction (RFWE) method, to improve the performance. RFWE combines the techniques used in the popular methods and performs well in precision, recall, and runtime. RFWE is a great option for users to extract feature words from customer reviews.
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Chapter 1

Introduction

With the further development of the Internet, more and more people buy products and share their reviews on e-commerce sites, such as Amazon and eBay. The number of reviews online has increased over the years. Figure 1.1 shows the number of new Amazon reviews in books, which increases year after year. The data in Figure 1.1 comes from McAuley and Leskovec, who collected 34,686,770 Amazon reviews from January 1995 to March 2013 [1].

Customers usually express their own opinions and emotions on products in their reviews. From customer reviews, we can easily find the pros and cons of the products. The useful information hidden in reviews helps potential customers decide whether or not to buy the products. People have become accustomed to browsing the reviews of other customers before buying a prod-
uct. On the other hand, manufacturers also want to collect meaningful feedback from customers, so that they can know better about customer needs and preferences. Mining customer reviews provide manufacturers with a great way to find all available future directions of their products and attract more customers.

![New Amazon Reviews in Books](image1.png)

Figure 1.1: New Amazon Reviews in Books [1]

However, some reviews are very long and even contain irrelevant things about products. It is very hard for customers and manufacturers to get useful information from a large number of comments quickly. As a result, automatic information extraction in product reviews has become a significant problem. This extraction can be described as a text mining problem, which helps users
to make sense of customer reviews and generate useful summaries.

According to the automatically extracted feature words, we can easily know customer focuses and concerns. It has a practical significance to potential customers and manufacturers. On the other hand, as an important part in sentiment analysis research, feature word extraction also has high research value. This thesis describes the problem of feature word extraction from the above two aspects.

1.1 Feature Word Extraction

This thesis mainly investigates the problem of feature word extraction. The purpose of feature word extraction is to identify feature words in customer reviews through approaches such as lexical analysis, association mining, and pattern recognition.

Feature words can be product components or attributes on which opinions are expressed. They are usually nouns and noun phrases in reviews. However, due to the intricacy of linguistics, implicit features are difficult to handle in certain contexts [2]. Let us see an example sentence from customer reviews of a camera:

"It was too expensive for the shots that I got."
This example sentence tells us that the user is disappointed with the price of the camera and "price" is the product feature that the user is talking about. But the word "price" does not appear in the sentence and is obtained from word "expensive". The human brain can understand the hidden meaning, but it is hard for a computer to deal with a sentence like this. In this thesis, we focus on explicit feature words that appear in the reviews, like nouns and noun phrases.

1.2 Feature Extraction in Sentiment Analysis

Feature word extraction is an important task in sentiment analysis. As a popular research field in text mining, sentiment analysis has attracted a lot of attention from researchers. This problem covers techniques and studies for natural language analysis and text mining [3]. In general, sentiment analysis can be divided into two primary tasks [4]: feature word extraction and opinion phrases identification.

Feature word extraction: In general, feature words indicate product attributes and functions [2]. Given a collection of customer reviews of a single product (e.g. Canon camera), this process extracts product features (e.g. picture quality or battery) based on the association between feature words and the product. Feature word extraction is also known as keywords, topic, aspect, or opinion target extraction [4]. This task is the main topic of my
thesis.

**Opinion words extraction:** This process automatically classifies the polarity of opinion words for each product feature in reviews. Opinion words indicate positive or negative sentiments, such as *good, bad, amazing* and *terrible*. For example, in a camera review, "its battery life is absolutely amazing!", "battery life" is a product feature and "amazing" indicates a positive opinion. From this review, people can easily know that this customer is satisfied with the battery life of this camera.

Thus, if potential customers are interested in a specific product feature, they can easily find out whether other customers are satisfied with it through sentiment analysis. It also provides an efficient way for manufacturers to collect product information and analysis their competitors.

### 1.3 Objectives

This thesis focuses on feature word extraction, which has great value in research and applications. Feature words indicate customer concerns, which are of great value to potential customers and manufacturers. The research of feature word extraction has a very practical significance.

The study on feature word extraction is far from enough now. Although several methods have been proposed to solve the problem, there is no sys-
tematic study on feature word extraction. To make up the research gap, we conduct this research. On the other hand, to improve the performance of feature word extraction, this thesis propose a new approach based on the research. We hope that this thesis can provide guidelines for future research and applications.

In order to make further progress in feature word extraction, current approaches need to be investigated first. Our plan is to choose three popular feature word extraction methods and systematically study these methods by experiments. Through experimental study, we expect to find out the pros and cons of each method. Then, we propose improvements and explore a new approach based on the experiments on these popular methods.

In this thesis, we choose three methods widely used in research. They are:

- The frequency-based extraction method
- The Web Point-wise-Mutual Information (PMI) based extraction method
- The rapid automatic keyword extraction (RAKE) method

The reason we choose these three methods is that they all represent some of the common feature word extraction methods and can give us a general understanding of this problem. The Frequency-based method is a simple statistical way to extract feature words. The Web PMI-based method is a
syntactical way that uses discriminators to find candidates. The discriminators are simple patterns that are associated with the product.

Unlike the above methods, the RAKE method is a keyword extraction method, which focuses on the operating speed. The reason we choose the RAKE method is that keyword extraction is similar to feature word extraction. They both extract information from the text. The very difference is that keyword extraction is used to extract the terms that represent the subject of a document. These terms help users understand the main idea of the document quickly. While feature word extraction is to extract product features in reviews which are only related to the products. There is a subtle difference here between the main idea of an article and the product features.

Feature word extraction usually includes three steps: (1) identifying candidate feature words (candidates, for short); (2) evaluating candidates based on certain criteria; (3) removing noisy words by pruning.

The first method is a well-known frequency-based mining method proposed by Hu and Liu [2]. It returns high-frequency nouns and noun phrases in reviews. This popular method also includes a pruning mechanism to remove candidates that are unlikely to be product features. Hu and Liu mentioned two types of pruning in their work: compactness pruning and redundancy pruning.

The second method adds an extra pruning step to Hu and Liu’s method. The
new pruning step applies the conception of PMI [5], which is used to evaluate the association between candidates and some predefined discriminators. The PMI score indicates the possibility that one word collocates with another word. This method also queries the Web as a corpus to compute PMI scores, which costs time. And we call it the Web PMI-based extraction method.

The last but not least, the RAKE method extracts keywords that contain multiple words except punctuation marks and stop words [6]. Unlike the other two methods, the RAKE method is not corpus-oriented and extracts candidates by computing word co-occurrence scores. The co-occurrence score is meaningful and indicates the possibility that several words appear alongside each other in a document. Furthermore, the RAKE method is designed without natural language processing, which makes it more efficient than other methods.

As we know, various methods have their own distinct characteristics and limitations. We plan to compare the performance of each method in various measures, such as precision, recall, time complexity, and robustness. Our goal is to provide an objective evaluation of these popular methods and to find out the situations in which they can work properly. After we systematically know about each method, we propose a new approach to improve the performance. As a combination of these popular methods, the new approach holds the advantages over all the methods. The performance of the new approach is validated through comparative analysis.
This thesis is organized as follows: Chapter 2 describes background and literature review. Chapter 3 presents the details of the three feature word extraction methods. Chapter 4 gives an objective experimental evaluation. Chapter 5 gives the idea and implementation of the new method. Chapter 6 presents the conclusion.
Chapter 2

Background and Literature Review

This chapter is to illustrate the relevant studies in feature word extraction. As we discussed before, the goal of this thesis is to provide a systematic study in feature word extraction and propose some improvements on the existing methods. To achieve this goal, we investigate current approaches and widely used techniques in this field.

As a branch of text mining, feature word extraction has great value both in research and applications. To get a big picture and a better understanding of this issue, we study text mining first. Many concepts and techniques in text mining are inspiring and can also be applied in feature word extraction.
2.1 Text Mining

Text mining is an interdisciplinary problem, which includes data mining, machine learning, natural language processing, information retrieval, and knowledge management [9]. The main task of text mining is to extract information hidden in the text by identifying patterns and trends.

However, since the data sources in text mining are text documents, it is not easy to find patterns and trends in unstructured data. Thus, text mining usually starts with a preprocessing of documents for textual data normalization, such as lexical analysis or syntactic analysis. The preprocessing of documents converts the original documents into a structured format, so that a text mining system can apply data mining methods on the documents and extract key information.

After the text normalization, statistical methods can be applied to the structured data to identify patterns and trends, which can be used to extract information that people might be interested in. This thesis is about product feature extraction in customer reviews, so the information of interest here mainly refers to product features that customers talked about in their reviews.

As we know, text mining has been a hot research topic and has a lot of applications in many fields. It involves a variety of problems, such as text
summarization, text classification, sentiment analysis, keyword extraction, etc. Text mining also has a wide range of significant applications, e.g. marketing analysis and content analysis.

In this thesis, we discuss the problem of text mining in customer reviews. Below we will introduce several approaches to sentiment analysis and keyword extraction. These approaches are also effective to extract product features in customer reviews.

2.2 Sentiment Analysis

The work of sentiment analysis is to recognize and classify emotions. The phrases, opinion mining, and subjectivity analysis, are also used. Many studies have been conducted on sentiment analysis (e.g. Yi et al., 2003 [10], Hu and Liu, 2004 [2], Zhuang et al., 2006 [12], Popescu and Etzioni, 2007 [5], Scaffidi et al., 2007 [17], Kobayashi et al., 2007 [14], Qiu et al., 2009 [15], Zhang et al., 2010 [16]). Researchers have proposed several methods to solve this problem.

As one of the primary tasks of sentiment analysis, most existing feature word extraction methods identify statistically discriminating words across a corpus based on frequency or relationships between words. For example, Yi et al. (2003) introduced a likelihood-ratio test to identify feature terms in online
reviews [10]. A likelihood score implies a confidence level that a candidate feature is relevant to a product. The higher the likelihood value is, the more relevant the candidate feature is to the product.

Hu and Liu (2004) proposed a mining method based on word frequency in their system [2], which applies association mining [11] to find high-frequency words. The main idea of this algorithm is that customers prefer to use same words to describe product features when they write reviews on a product. Thus, high-frequency nouns and noun phrases in reviews are more likely to be product features. A pruning mechanism is included to remove meaningless candidates. The system also extracts opinion words. The resulting opinion words are used to find relevant infrequent features.

In the work of Popescu and Etzioni (2007), the authors proposed OPINE, an information extraction system, to extract features and associated opinion words [5]. Unlike other methods, the OPINE system utilizes the Web as a corpus to determine whether a noun or noun phrase is a feature. It queries the Web to get the hit counts of words, which takes a long time. The OPINE system calculates the PMI value between candidates and automatically generated discriminators (e.g., "[P] has", "is a [P]", where [P] is a product type and needs to be known in advance).

Following the idea that opinion words can be used to identify features, several methods have been proposed. Zhuang et al. (2006) introduced a depen-
dependency grammar graph to mine the relations between features and opinion words in movie reviews [12]. The dependency grammar graph is based on the idea of universal dependencies which describe the grammatical relations in a sentence [13]. The resulting relations or patterns help extract feature-opinion pairs in other sentences.

For instance, in the sentence "The camera is an excellent choice", we can easily get the shortest path between "camera" and "choice" by parsing: "camera(NN) - nsubj - is(VBZ) - cop - choice(NN)". The frequent patterns can be used to extract feature-opinion pairs in other similar sentences.

Kobayashi et al. (2007) proposed an approach which combines contextual and statistical clues [14]. Here contextual clues are syntactic patterns which can be used to extract relations between opinions and features. Statistical clues refer to the scores of feature-feature and feature-opinion co-occurrence.

Qiu et al. (2009) proposed a double propagation approach, which generates rules based on dependency relations between features and opinion words, and also features and opinion words themselves [15]. In the work of Zhang et al. (2010) [16], "part-whole" patterns and "no" patterns are used to improve double propagation. Their system ranks the candidates by feature importance, which is calculated based on feature relevance and feature frequency.
2.3 Keyword Extraction

Keyword extraction is also a hot research field in text mining. Keywords are usually used to express the primary information of a document [19]. The applications of keyword extraction have extended into many fields, such as information retrieval (IR) systems [20], topic mining, and news summarization.

In keyword extraction, there are two types of approaches: corpus-oriented and document-oriented [6]. Early methods proposed to extract keywords focus on corpus-oriented research, which evaluates statistics of individual words in a set of documents. However, corpus-oriented methods can miss candidates which only appear in some documents. These candidates are not statistically identifiable in corpus. Besides, corpus-oriented methods prefer to extract single words. To avoid these problems, document-oriented methods are designed to operate on a single document. These methods extract context-independent features from a document [19].

Ian et al. (1999) [21] proposed an automatic keyphrase extraction algorithm (KEA). KEA identifies candidates through lexical analysis and extracts keywords by training documents. A prediction model is built and used to find more keywords in new documents.

Hulth (2004) [22] combined natural language processing and machine learn-
ing, and compared the effectiveness of three term identification methods: noun phrase chunks, n-grams, and POS tags.

Rose et al. (2012) proposed the rapid automatic keyword extraction (RAKE) method, which computes word co-occurrence within candidates [6]. The RAKE method is a document-oriented method and extracts keywords that contain multiple words. Moreover, the RAKE system is designed without natural language processing, which makes it much quicker.
Chapter 3

Feature Word Extraction

In our feature word extraction study, we first implement three classic extraction algorithms: (1) the frequency-based extraction method; (2) the Web PMI-based extraction method; (3) the rapid automatic keyword extraction (RAKE) method. These algorithms have their own strengths and weaknesses. Our work is to evaluate these methods by experiments.

The first two methods both find candidates based on word frequency in documents. The difference between them is that the Web PMI-based extraction method utilizes the Web as a corpus to prune candidates. The frequency-based extraction method only uses the local documents. These two methods both focus on evaluating statistics of individual words at corpus level.

However, as discussed before, corpus-oriented methods can miss important
feature words that cannot be statistically identified in the corpus. Besides, corpus-oriented methods usually tend to focus on single words. According to [6], the RAKE method is designed to avoid the drawbacks of corpus-oriented methods. It focuses on word co-occurrence and extracts keywords which contain multiple words. Furthermore, as its name suggests, the RAKE method is rapid and efficient. It does not rely much on natural language processing that costs a lot of time.

3.1 Overview

As discussed before, this thesis implements three feature extraction methods respectively. All of these methods perform feature word extraction in three
main steps: (1) finding candidate feature words in each review; (2) evaluating the correlation between product and candidate feature words; (3) purifying the results by pruning. Figure 3.1 shows the process overview of feature word extraction, which is a universal solution to this problem.

Given the inputs, the program first reads in all reviews of one product. After that, it identifies candidate feature words that meet certain standards. Note that natural language processing, like parser and part-of-speech (POS) tagging, helps us to find candidate feature words. In the last step, pruning methods are applied to filter candidates that are less relevant to the product. In each process, different methods may have their own implementation techniques. Below, we describe each method separately.

3.2 Frequency-based Extraction

As we discussed before, the well-known frequency-based extraction method, proposed by Hu and Liu (2004), considers all nouns and noun phrases in reviews as candidates. In this thesis, we use Stanford CoreNLP as a suite of natural language processing tools to find all candidates from reviews.
3.2.1 Stanford CoreNLP

Stanford CoreNLP [23] is an integration of natural language analysis tools, including POS tagger, the parser, etc. For each input text, Stanford CoreNLP generates XML output with all relevant annotation, like POS tag, lemma, etc. Here we use Stanford CoreNLP to parse reviews and split sentences into words, in such way that the POS tag for each word can be obtained. With a POS tag, we know whether a word is a noun, verb, adverb, etc. Moreover, we can also find noun phrases in sentences. The following shows a simple sentence from the reviews of a canon camera:

"I recently purchased the canon powershot g3 and am extremely satisfied with the purchase."

After parsing the sentence using Stanford CoreNLP, we get a parse tree with the POS tags. Here "NN" refers to a noun and "NP" refers to a noun phrase.

(ROOT (S (NP (PRP I)) (ADVP (RB recently)) (VP (VP (VBD purchased) (NP (DT the) (NN canon) (NN powershot) (NN g3))) (CC and) (VP (VBP am) (ADJP (RB extremely) (VBN satisfied) (PP (IN with) (NP (DT the) (NN purchase))))) (. .))))

We can easily find the nouns and noun phrases from this output generated by Stanford CoreNLP. Words with other POS tags in the sentence are not likely to be features, such as "recently", "satisfied", etc.
Some other pre-processing can also be performed during this process, such as removing stop words and lemmatization. Stop words usually refer to common words. For instance, we have two noun phrases in the sentence above, "the canon powershot g3" and "the purchase". It is obvious that word "the" is not a product feature and belongs to stop words that we do not care about. Lemmatization is used to convert words into their base forms. In general, words appear in various forms with prefixes, suffixes or infixes. For example, word "produce" has other forms, such as "produces", "produced", "producing". The base word "produce" is called the lemma. It is easier to use lemmas to count word frequencies.

3.2.2 Pruning

Pruning is used to remove candidates that are not likely to be product features. Hu and Liu mentioned two types of pruning in their work: compactness pruning and redundancy pruning.

**Compactness pruning** mainly focuses on candidates that contain more than one word. The goal of compactness pruning is to remove multi-words candidates in which words do not appear together.

In a sentence, words are more likely to be meaningful if they appear together in a certain order. Take a multi-word candidate \( c \) as an example. If \( c \) is not compact in a sentence, it means that there are more than three other
words between any two adjacent words of \( c \). For example, candidate "canon camera" is not compact in the sentence "canon has brought a revolution to digital camera technology".

On the other hand, if \( c \) is compact in more than one sentence, \( c \) can be considered as a compact phrase. If we cannot find two or more sentences that contain \( c \) as a compact phase, we discard \( c \) from candidates.

**Redundancy pruning** is to remove redundant candidates. Some candidates are subsets of other candidates. For example, "battery" is a subset of "battery life". Thus, it could be confusing when counting word frequencies. To avoid this problem, we use \( p\text{-support} \) to evaluate candidates.

The \( p\text{-support} \) of a candidate \( c \) indicates the number of sentences that contain \( c \). Meanwhile these sentences do not contain another candidate that is a superset of \( c \). For example, we have sentence "the battery life is wonderful". It can be counted in the \( p\text{-support} \) of "battery life", but not "battery". Besides, we set a minimum \( p\text{-support} \) to prune redundant candidates. If the \( p\text{-support} \) of a candidate \( c \) is lower to the minimum \( p\text{-support} \) and \( c \) is a subset of another candidate, \( c \) is removed.
3.2.3 The Frequency-based Extraction Algorithm

In this part, we focus on the algorithm of the frequency-based extraction method. First, let us introduce a basis data type PhraseInfo. The idea of data type PhraseInfo is to store the resulting candidates, including the information we need, like lemma string, weight, etc. Since there are three feature word extraction algorithms, we use "weight" to unify names. Different algorithms have their own way to calculate weight. Here "weight" presents word frequency.

The complete procedure of the frequency-based extraction algorithm is shown as Algorithm 1. The input is a list of customer reviews in which all words are converted to lowercase. The goal of this method is to return a list of features ordered by their weights.

The method first extracts all distinct nouns and noun phrases (lines 4-6 in Algorithm 1) and stores them as candidates. Then it calculates the $p$-support (lines 7-13) and compact degree (lines 15-21) of each candidate, as discussed before. After that, the method prunes wrong candidates to purify results (lines 22-26). If the compact degree of candidate $c$ is smaller than two, which means that $c$ is not compact in most sentences, $c$ is removed. Besides, if the $p$-support of candidate $c$ is smaller than three and $c$ is a subset of another candidate $c'$, $c$ is pruned. After the pruning process, the remaining candidates are returned in descending order of the weights ($p$-support).
Algorithm 1 Frequency-based Extraction [2]

Require: reviewslist: a list of reviews
Ensure: candidates: a list of candidates after pruning

1: function FrequencyExtraction(reviewslist)
2: candidates = new List(PhraseInfo)
3: psupport = new Map(PhraseInfo, int)
4: for sentence in reviewslist do
5:     candidates.add(Parser.GetNounsAndPhrases(sentence))
6: end for
7: for sentence in reviewslist do
8:     for c in candidates and c in sentence do
9:         if \( \exists c': c' \text{ in } \text{candidates and } c' \text{ in } \text{sentence and } c \text{ in } \text{c} \) then
10:            psupport[c']++
11:       end if
12: end for
13: end for
14: compact = new Map(PhraseInfo, int)
15: for c in candidates do
16:     for sentence in reviewslist do
17:         if MaxWordsDistance(c, sentence) < 3 then
18:             compact[c]++
19:        end if
20:     end for
21: end for
22: for c in candidates do
23:     if (psupport[c] < 3 and \( \exists c': c' \text{ in } \text{candidates and } c \text{ in } \text{c}' \)) or
24:         compact[c] < 2 then
25:         candidates.remove(c)
26:      end if
27: end for
28: for c in candidates and psupport[c] > threshold do
29:     c.Weight = psupport[c]
30: end for
31: candidates.SortByWeight()
32: return candidates
33: end function
3.3 Web PMI-based Extraction

We extend the frequency-based extraction by including an additional pruning process that evaluates candidates based on the PMI score (Popescu and Etzioni, 2007). We call it as Web PMI-based extraction method. It uses the Web as a corpus to measure the PMI score between each candidate and some predefined discriminator phrases. These predefined phrases are associated with the product type.

3.3.1 Point-wise-Mutual Information (PMI)

The PMI score is widely used in statistics to measure the association between two words in the same context. It indicates the possibility that one word collocates with another word. This is why the PMI score can be used to evaluate the association between a candidate and a product. Let us first see the definition of the PMI score.

**Definition 3.3.1.** $C$ is a set of candidates and $D$ is a set of discriminator phrases of a product type. Given $c \in C$, $d \in D$, the PMI score of $c$ and $d$ is defined as follows:

$$PMI(c, d) = \frac{\text{Hits}(c + d)}{\text{Hits}(c) \ast \text{Hits}(d)};$$
Discriminator phrases are simple extraction patterns that are associated with the product type. They can be used to validate candidates. For example, "of digital camera" is a discriminator phrase for "digital camera". Candidates and discriminator phrases are combined as search queries. The hit counts of these queries are returned from Google search engine and stored into a local database as a resource, so that we do not need to query the Web every time. Here we use MySQL as the local database to store web hits count. Table 3.1 shows the discriminator phrases that are used to estimate features of a product [24].

<table>
<thead>
<tr>
<th>C of (*) P</th>
<th>P contain (*) C</th>
<th>C for (*) P</th>
</tr>
</thead>
<tbody>
<tr>
<td>P with (*) C</td>
<td>P has (*) C</td>
<td>C (<em>) in (</em>) P</td>
</tr>
<tr>
<td>P come with (*) C</td>
<td>P equipped with (*) C</td>
<td>P endowed with C</td>
</tr>
</tbody>
</table>

Note: P is product type and C refers to candidate features.

Table 3.1: Discriminator Phrases

Take digital cameras as an example. In order to estimate the possibility that candidate "battery life" is a feature of a digital camera, the method calculates the PMI score between "battery life" and the discriminator phrases, such as "of digital camera". If the PMI score is higher than the threshold, it indicates that "battery life" is a meaningful feature of product type "digital camera".
3.3.2 The Web PMI-based Algorithm

In this part, we focus on the implementation of the Web PMI-based extraction method. As we discussed before, it extends the frequency-based extraction method by including an extra pruning method. The extra pruning process is invoked after line 32 of Algorithm 1.

The complete procedure of the extra pruning method is shown as Algorithm 2. The input is a list of candidates ordered by frequencies. The method first finds the candidates with low frequencies and puts them in list \textit{freqPruning} (lines 4). Then it calculates the PMI score of each candidate (lines 5-7). The pruning method puts all candidates with low PMI scores in list \textit{pmiPruning} (line 8). If candidate \(c\) appears in both pruning lists, \(c\) is removed (line 9-11).

Since all the hit counts of candidates are stored in the local database, function \textit{GetPMIScore} directly reads hit counts from the database (lines 19-23).
Algorithm 2: Web PMI-based Algorithm [5]

Require: candidates: a list of candidates ordered by frequency, discriminators: discriminator phrases

Ensure: candidates: a list of candidates ordered by the Web PMI scores

1: function WebPMIExtraction(candidates, discriminators)
2: freqPruning = new List(PhraseInfo)
3: pmiPruning = new List(PhraseInfo)
4: freqPruning = candidates.GetLowWeight()
5: for c in candidates do
6:     c.Weight = GetPMIScore(c.lemmaString, discriminators)
7: end for
8: pmiPruning = candidates.GetLowWeight()
9: for c in candidates and c in freqPruning and c in pmiPruning do
10:    candidates.remove(c)
11: end for
12: candidates.SortByWeight()
13: return candidates
14: end function

16: function GetPMIScore(string, discriminators)
17: pmiScore = 0
18: for d in discriminators do
19:     if d.isLeft then
20:         pmiScore += DataBase.getCount(string + d) / DataBase.getCount(d)
21:     else
22:         pmiScore += DataBase.getCount(d + string) / DataBase.getCount(d)
23:     end if
24: end for
25: pmiScore = pmiScore / DataBase.getCount(string)
26: return pmiScore
27: end function
3.4 RAKE

The RAKE method is designed as a rapid, document-oriented method that finds keywords (or features) with multiple words (Rose et al., 2012). Here we take product features as keywords. Since natural language processing costs much time, the RAKE method parses words in a document by stop words and punctuation marks to identify candidates. Then it measures the co-occurrence score of each candidate based on the degree and frequency of words in the candidate [6].

3.4.1 Parsing

Feature words rarely contain punctuation marks and stop words, such as "and", "the", "of", etc. Thus, the RAKE method parses sentences using punctuation marks and stop words, which makes it more efficient than other methods.

Algorithm 3 gives the parsing procedure. The input is a list of reviews. The goal of this procedure is to identify the candidates in reviews. It first splits the reviews into sentences, and scans each word in each sentence (line 4-5). If a word is a stop word or is not a noun, we take the word as a separator. The words between two separators are combined as a candidate (line 6-11). Here we use WordNet [25], a lexical database, to determine the POS tags of
the words.

Algorithm 3 Parsing [6]

Require: reviewslist: a list of reviews
Ensure: candidates: a list of candidates after parsing
1: function RAKEParsing(reviewslist)
2:     candidates = new List(PhraseInfo)
3:     c = new String()
4:     for sentence in reviewslist do
5:         for word in sentence do
6:             if !WordNet.isNoun(word) or word.isStopword() then
7:                 candidates.add(c)
8:                 c = new String()
9:             else
10:                 c.add(word)
11:         end if
12:     end for
13: end for
14: return candidates
15: end function

3.4.2 Co-occurrence

After the identification of candidates, the co-occurrence score of each candidate is calculated. This score is meaningful to evaluate the possibility that several words appear alongside each other in a document. The following is the definition of the co-occurrence score:

Definition 3.4.1. C is a set of candidates. Given $c \in C$ and $w_i \in c$, the
co-occurrence score of \( c \) is defined as follows:

\[
CO(c) = \sum_{i=1}^{n} \frac{\text{degree}(w_i)}{\text{frequency}(w_i)};
\]

For candidate \( c \), its co-occurrence score is defined as the sum of the weights of all the words within \( c \). Here the weight of word \( w \) is the ratio of \( \text{degree}(w) \) to \( \text{frequency}(w) \). Word degree refers to the number of words that appear with \( w \) in all candidates, and word frequency is the number of \( w \).

To better illustrate the definition of the co-occurrence, let us see a simple example. There are 10 candidates with 9 distinct words inside. The weight of each word is shown in Table 3.2.

| battery life, image quality, color, battery, canon camera, software, image, canon, option, software |
|---|---|---|---|---|---|---|---|---|---|
| battery life, image quality, color, battery, canon camera, software, image, canon, option, software |
| degree(w) | 3 | 2 | 3 | 2 | 1 | 3 | 2 | 2 | 1 |
| frequency(w) | 2 | 1 | 2 | 1 | 1 | 2 | 1 | 2 | 1 |
| degree(w)/frequency(w) | 1.5 | 2 | 1.5 | 2 | 1 | 1.5 | 2 | 1 | 1 |

Table 3.2: Word Weight
Based on Table 3.2, we can easily get the co-occurrence score of each candidate by adding up the weight of each word inside. The following shows the candidates with their co-occurrence scores. If the co-occurrence score of a candidate is higher than the threshold, it is considered as a product feature.

<table>
<thead>
<tr>
<th>Candidate</th>
<th>Co-occurrence Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>battery life</td>
<td>3.5</td>
</tr>
<tr>
<td>image quality</td>
<td>3.5</td>
</tr>
<tr>
<td>color</td>
<td>1</td>
</tr>
<tr>
<td>battery</td>
<td>1.5</td>
</tr>
<tr>
<td>canon camera</td>
<td>3.5</td>
</tr>
<tr>
<td>software</td>
<td>1</td>
</tr>
<tr>
<td>image</td>
<td>1.5</td>
</tr>
<tr>
<td>canon</td>
<td>1.5</td>
</tr>
<tr>
<td>option</td>
<td>1</td>
</tr>
<tr>
<td>software</td>
<td>1</td>
</tr>
</tbody>
</table>

3.4.3 The RAKE Algorithm

This part gives the implementation details of the RAKE method. Its key procedure is shown in Algorithm 4. The input is a list of candidates generated by parsing.

Algorithm 4 first counts the degrees and frequencies of all words in the candidates (lines 4-9). Then it computes the co-occurrence score of each candidate by adding up the weights of the words inside (lines 10-14). Finally, the candidates with high co-occurrence scores are returned as product features.
Algorithm 4 RAKE Algorithm [6]

Require: candidates: a list of candidates after parsing
Ensure: candidates: a list of candidates ordered by the co-occurrence scores

1: function RAKE(candidates)
2:     frequency = new Map(String, int)
3:     degree = new Map(String, int)
4:     for c in candidates do
5:         for word in c do
6:             frequency[c]++
7:             degree[c]+=c.length
8:         end for
9:     end for
10:    for c in candidates do
11:        for word in c do
12:            c.Weight+=degree[word]/frequency[word]
13:        end for
14:    end for
15:    for c in candidates and c.weight< threshold do
16:        candidates.remove(c)
17:    end for
18:    candidates.SortByWeight()
19:    return candidates
20: end function
Chapter 4

Experiments and Evaluation

To implement these three feature word extraction methods and compare their effectiveness, a software workbench called Weka [26] is introduced in our research. Section 4.1 gives some details about the workbench, e.g. the data format and pre-processing. The experiment results are shown and evaluated in Section 4.2. Through experiments, the performance of each method is validated and compared from the following aspects: precision, recall, time complexity, and robustness. After all the analysis and evaluation, some specific assessments of these feature word extraction methods are provided.
4.1 Weka Overview

Weka is a collection of standard machine learning algorithms, such as linear regression, naive Bayes, random forest etc. Besides, it includes several tools for data pre-processing, classification, clustering, association, and visualization [26]. Weka also allows us to develop and compiles our own machine learning algorithms. Thus, it is well suited for developers to implement new machine learning algorithms.

As an easy-to-use open source software in Java, Weka workbench provides several applications to simplify the processes of machine learning. There are four main interfaces in Weka. Here we mainly use the Explorer interface, which has six application options: Preprocess, Classify, Cluster, Associate, Select attributes and Visualize. Each option corresponds to relevant machine learning task. For example, in Preprocess panel, we can convert from a database to ARFF (see Subsection 4.1.1) and read in data. The Explorer interface provides many standard data learning tools and algorithms. Our feature word extraction methods are also included in this interface.

4.1.1 Attribute-Relation File Format

To normalize the input data from different sources, Weka applies a data format called the Attribute-Relation File Format (ARFF). An ARFF file
usually contains a list of instances with several attributes and attribute types. The following is an example ARFF file:

```
@relation Canon-G3

@attribute title string
@attribute content string

@data
"canon","i have owned this camera for a short time and wouldn’t give it up for anything. it surpasses my greatest expectations in a 4mp camera."
"noise level","this camera has significantly more noise at iso 100 than the nikon 4500."
```

According to this example, it is clear that an ARFF file has two sections: the header section and the data section. The header section of an ARFF file gives the file description and data definitions. We can define the relation name, the attributes and their types. There are four data types supported in Weka: numeric, string, date and nominal. The declaration format is:

```
@relation <relation name>
@attribute <attribute name> <data type>
```

The data section of an ARFF file begins with tag @data and contains a set of instances with attribute values. The attribute values in each instance are separated by commas. Note that the order of the attribute declarations in
header section indicates their positions in instances.

### 4.1.2 Data Pre-Processing

The datasets used in our experiments are from Hu and Liu [2], including annotated customer reviews of five products from Amazon. The basic statistics of the datasets are provided in Table 4.1. All the reviews in the datasets are manually evaluated. We can compare the automatically extracted feature words with the manual features and evaluate the effectiveness.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Reviews</th>
<th>NO. of Sentences</th>
<th>NO. of Target Feature Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>45</td>
<td>597</td>
<td>89</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>34</td>
<td>346</td>
<td>69</td>
</tr>
<tr>
<td>Phone</td>
<td>41</td>
<td>546</td>
<td>98</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>95</td>
<td>1716</td>
<td>149</td>
</tr>
<tr>
<td>DVD Player</td>
<td>99</td>
<td>740</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 4.1: The Basic Statistics of the Datasets

To extract feature words, we need to convert the datasets of product reviews into ARFF files. Since feature word extraction mainly focuses on the contents, additional information, such as username, time, and star rating, is not necessary for our experiments.

Thus, there are only two attributes declared in data files, title, and content,
like the example ARFF file in Subsection 4.1.1. The two attributes are both defined as string type. In data part, each customer review is an instance with two attribute values. The attribute values in each instance appear in the same order as their corresponding declaration.

4.2 Experimental Evaluation

After pre-processing, we conducted experiments on the five datasets. This section provides objective comments on the performance of the three feature word extraction methods. It includes precision and recall analysis, time complexity analysis, and robustness analysis. These analyses indicate the pros and cons of each method, which have great guidance value in research and applications.

4.2.1 Precision and Recall Analysis

Precision and recall are common indicators to characterize the effectiveness of the feature word extraction methods (e.g. Yi et al., 2003, Hu and Liu, 2004, Zhuang et al., 2006, Popescu and Etzioni, 2007, etc.).

First, let us see some definitions of precision and recall. In machine learning, there are some terms defined to describe the prediction results.
True positives (TP) mean the retrieved results that are true or relevant.

False positives (FP) mean the retrieved results that are not relevant.

True negatives (TN) mean irrelevant results that are not selected.

False negatives (FN) mean the relevant results that not selected.

Here positive and negative mean whether an instance is retrieved. True and false refer to whether the prediction is the same as the observation.

![Figure 4.1: Precision and Recall](image)

**Definition 4.2.1.**

\[
\text{Precision} = \frac{TP}{TP + FP}; \quad \text{Recall} = \frac{TP}{TP + FN};
\]
Figure 4.1 helps us better understand the significance of precision and recall. As shown in the figure, precision is defined as the possibility of the selected part that is relevant. Recall refers to the possibility of the relevant part that is selected. In general, high precision means low recall. What we need to do is to find a balance between these two indicators.

Table 4.2 and Table 4.3 give the precision and recall results of the three feature word extraction methods. In order to visually analyze the results, we convert the tables into Figure 4.2 and Figure 4.3 respectively.

As shown in the Figure 4.2 and Figure 4.3, the precision, recall results of the RAKE method are the lowest of all and are much lower than the other two methods. As we discussed before, unlike the other two methods, the RAKE method is a keyword extraction method, which mainly extracts phrases that contain multiple words. This method is not sensitive to single words which may also be feature words. Besides, to guarantee the operating speed, the RAKE method is particularly designed as a rapid method without natural language processing, which also affects the accuracy of the algorithm. This is why RAKE method has no advantage in precision and recall analysis.

For the other two methods, the Web PMI-based method’s precision is 3% higher than the frequency-based method at a cost of 10% recall drop. Since the cost is too much, the extra pruning process in the Web PMI-based method, which excludes candidates by computing their PMI scores, is not
efficient enough. Thus, it is not suitable to use the Web as a corpus for pruning in this case.

On the other hand, to better understand the precision and recall results, we introduce the F-measure score. As a combination of precision and recall, the F-measure score is the weighted harmonic mean of precision and recall.

**Definition 4.2.2.**

\[
F - Measure = 2 \times \frac{Precision \times Recall}{Precision + Recall};
\]

The F-measure results are provided in Table 4.4, which are calculated based on the precision and recall results in Table 4.2 and 4.3. As shown in Figure 4.4, the frequency-based method’s F-measure score is 6% higher than the Web PMI-based method and is 22% higher than the RAKE method. It is clear that the frequency-based method works better than the other two methods. The RAKE method doesn’t perform well in this measurement.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.78</td>
<td>0.82</td>
<td>0.63</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.88</td>
<td>0.91</td>
<td>0.4</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.76</td>
<td>0.81</td>
<td>0.51</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.68</td>
<td>0.70</td>
<td>0.62</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.83</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.78</td>
<td>0.81</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 4.2: Precision

![Figure 4.2: Precision](image_url)
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.73</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.61</td>
<td>0.57</td>
<td>0.32</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.64</td>
<td>0.59</td>
<td>0.40</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.64</td>
<td>0.48</td>
<td>0.41</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.60</td>
<td>0.46</td>
<td>0.45</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.64</td>
<td>0.54</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 4.3: Recall

Figure 4.3: Recall
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.75</td>
<td>0.70</td>
<td>0.53</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.72</td>
<td>0.70</td>
<td>0.35</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.70</td>
<td>0.63</td>
<td>0.45</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.66</td>
<td>0.56</td>
<td>0.49</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.69</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.70</td>
<td>0.64</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Table 4.4: F-measure

![Figure 4.4: F-measure](image-url)
4.2.2 Time Complexity Analysis

The time complexity of an algorithm is another significant performance indicator, which describes the amount of time to perform the task. The time complexity analysis can help us predict the time of the three methods.

For a given input of size \( n \), the time complexity of the three feature word extraction methods can be expressed as follows:

- Frequency-based method: \( O(n^2) \)
- Web PMI-based method: \( O(n^2) \)
- RAKE method: \( O(n) \)

Table 4.5 gives out the execution time of each method. As shown in Figure 4.5, RAKE has a particular advantage in this analysis. This method does not need to parse the sentences using natural language analysis tools, which may cost a large amount of time. The implementation of the RAKE method is simple and quick. Thus, if the users want to get a quick scan of the reviews of one product, RAKE will definitely be a good choice.

On the other hand, although the time spent on querying the Web for hit counts is not included, the Web PMI-based method still takes the longest time. It is mainly because this method needs to read the hit counts from the local database for PMI score calculation. The Web PMI-based method not
only takes more time but also requires more space to store hit counts.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>261.57</td>
<td>284.04</td>
<td>5.53</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>118.41</td>
<td>234.08</td>
<td>3.08</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>214.11</td>
<td>248.55</td>
<td>4.16</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>803.63</td>
<td>854.07</td>
<td>11.24</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>273.55</td>
<td>281.47</td>
<td>4.79</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>334.26</td>
<td>380.44</td>
<td>5.76</td>
</tr>
</tbody>
</table>

Table 4.5: Runtime(s)

Figure 4.5: Runtime(s)

Note: Web PMI-based method’s runtime were calculated without the time spent on querying the Web for hit counts.
4.2.3 Robustness Analysis

The robustness indicates the stability of an algorithm. We all know that the online text may contain some meaningless words, cyber terms, and trash information. A good feature word extraction algorithm can perform properly even if the input reviews contain some noises.

To test the robustness of each method, we randomly inject some automatically generated meaningless words and popular cyber terms into the datasets. The automatically generated meaningless words are random strings, e.g. "wtruyeadnx" and "yyuoa". The cyber terms are popular chat expressions, e.g. "lol", "gr8", and "btw". For each noisy word, we randomly pick up a number of sentences and insert the word into these sentences. Here the numbers of the noisy words and sentences are determined by the number of reviews in each dataset. We then conduct the same experiments. As shown in Table 4.6 and Table 4.7, it is clear that all the three methods have a good robustness to the noises.

For the frequency-based method and the Web PMI-based method, it is mainly because of the natural language processing, which works well in identifying the meaningless words and cyber terms by parsing and POS tagging. On the other hand, although the RAKE method does not have nature language analysis, this method has a simple noise filter, WordNet. This lexical database provides the POS tags of words, which helps identify the noun words as
candidates.

As a result, all of the three methods have a good performance in robustness analysis. They can be used to analyze disordered data sources with noises, such as Twitter.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.78</td>
<td>0.82</td>
<td>0.63</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.88</td>
<td>0.91</td>
<td>0.4</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.76</td>
<td>0.81</td>
<td>0.51</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.68</td>
<td>0.70</td>
<td>0.62</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.83</td>
<td>0.83</td>
<td>0.81</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.78</td>
<td>0.81</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 4.6: Precision in Robustness Analysis

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.73</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.61</td>
<td>0.57</td>
<td>0.32</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.64</td>
<td>0.59</td>
<td>0.40</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.64</td>
<td>0.48</td>
<td>0.41</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.60</td>
<td>0.46</td>
<td>0.45</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.64</td>
<td>0.54</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 4.7: Recall in Robustness Analysis
Chapter 5

Rapid Feature Word Extraction Method

In this chapter, we propose a new approach based on the popular feature word extraction methods described before. Our goal is to improve the performance of these methods and to find a better new approach to extract feature words. To prove the advantages of the new approach, it is evaluated in the same way as shown in Chapter 4.

According to the experiments and analyses provided before, we have already known the pros and cons of the popular methods. The new approach, as a combination of these popular methods, is designed and developed based on the characteristics of these methods. In this way, we can make the most of
their strengths and get a better performance in feature word extraction.

5.1 Algorithm Design

As discussed before, most feature word extraction methods have three main steps to solve the problem. They are (1) candidate feature word recognition; (2) product-candidate correlation evaluation; (3) result pruning. As a feature word extraction method, the new approach has no exception.

In our study, many techniques are available in these three steps. For example, lexical analysis or lexical database can be used to recognize candidate feature words, such as Stanford CoreNLP and WordNet. Statistical methods can be used to evaluate the correlation between product and candidate feature words, such as word frequency and co-occurrence. There are also several pruning methods proposed to purify the results, such as compactness pruning, redundancy pruning, and Web PMI-based pruning. These techniques have their own characteristics. And our work is to find the most appropriate combination of the techniques used in the popular feature word extraction methods.

Thus, in order to achieve better performance, we need to analyze the pros and cons of the techniques first. The experiments in Chapter 4 provide a good chance for us to understand these techniques. Since all of the three pop-
ular methods perform well in robustness analysis, here we mainly concern about precision and recall analysis and time analysis. Through experiments on datasets, it is easy to find that the frequency-based method has a better performance in precision and recall analysis. Besides, since the RAKE method does not need any lexical analysis tool to parse sentences, it wins a landslide in time analysis.

Based on these observations, we decide to improve the speed of the frequency-based method by applying the parsing technique in the RAKE method, so that the new approach can ensure positive results in precision, recall, and runtime. The new approach is named as rapid feature word extraction method, or RFWE for short.

5.2 The RFWE Method

As a feature word extraction method, the RFWE method has three main steps without exception. Same as the frequency-based method, the RFWE method evaluates the weight of each candidate by calculating its frequency in reviews. Compactness pruning and redundancy pruning are also applied in the RFWE method to purify the results. On the other hand, RFWE identifies candidates by parsing sentences with punctuation marks and stop words.
Algorithm 5 RFWE Method

Require: reviewslist: a list of reviews
Ensure: candidates: a list of candidates after pruning

1: function RFWEMETHOD(reviewslist)
2:   candidates = new List(PhraseInfo)
3:   psupport = new Map(PhraseInfo, int)
4:   c = new PhraseInfo()
5:   for word in reviewslist do
6:     if !WordNet.isNoun(word) or word.isStopword() then
7:       candidates.add(c)
8:       c = new PhraseInfo()
9:     else
10:       c.add(word)
11:     end if
12:   end for
13:   for sentence in reviewslist do
14:     for c in candidates and c in sentence do
15:       if ∄ c': c' in candidates and c' in sentence and c in c' then
16:         psupport[c']++
17:       end if
18:     end for
19:   end for
20:   compact = new Map(PhraseInfo, int)
21:   for c in candidates do
22:     for sentence in reviewslist do
23:       if MaxWordsDistance(c, sentence) < 3 then
24:         compact[c]++
25:       end if
26:     end for
27:   end for
28:   for c in candidates do
29:     if (psupport[c] < 3 and ∃ c': c' in candidates and c in c') or compact[c] < 2 then
30:       candidates.remove(c)
31:     end if
32:   end for
(to be continued on next page)
The complete procedure of the RFWE method is shown in Algorithm 5. The method first extracts all nouns and noun phrases (lines 5-12 in Algorithm 5) and stores them into a list of candidates. Then it calculates the $p$-support (lines 13-19) and compact degree (lines 21-27) of each candidate. If the $p$-support of candidate $c$ is smaller than 3 and $c$ is a subset of another candidate $c'$, $c$ is removed. Or if the compact degree of candidate $c$ is smaller than 2, $c$ is removed. After the pruning process, the remaining candidates are returned in an order of their weights ($p$-support).

5.3 Experiments

To validate the performance of RFWE method, we conduct experiments on the same datasets mentioned before. This section provides comments and analyses on the RFWE method, including comparison with the popular feature word extraction methods in precision, recall, F-measure, and runtime.

Table 5.1 shows us the scores of the RFWE method in precision, recall,
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NO. of Manual Features</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital Camera1</td>
<td>89</td>
<td>0.80</td>
<td>0.84</td>
<td>0.82</td>
<td>10.77</td>
</tr>
<tr>
<td>Digital Camera2</td>
<td>69</td>
<td>0.79</td>
<td>0.80</td>
<td>0.79</td>
<td>5.33</td>
</tr>
<tr>
<td>Phone</td>
<td>98</td>
<td>0.71</td>
<td>0.61</td>
<td>0.66</td>
<td>7.42</td>
</tr>
<tr>
<td>MP3 Player</td>
<td>149</td>
<td>0.72</td>
<td>0.83</td>
<td>0.77</td>
<td>23.40</td>
</tr>
<tr>
<td>DVD Player</td>
<td>96</td>
<td>0.72</td>
<td>0.57</td>
<td>0.64</td>
<td>8.55</td>
</tr>
<tr>
<td>Average</td>
<td>100</td>
<td>0.75</td>
<td>0.73</td>
<td>0.74</td>
<td>11.09</td>
</tr>
</tbody>
</table>

**Table 5.1: RFWE Performance**

<table>
<thead>
<tr>
<th></th>
<th>Frequency-based</th>
<th>Web PMI-based</th>
<th>RAKE</th>
<th>RFWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.78</td>
<td>0.81</td>
<td>0.60</td>
<td>0.75</td>
</tr>
<tr>
<td>Recall</td>
<td>0.64</td>
<td>0.54</td>
<td>0.40</td>
<td>0.73</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.70</td>
<td>0.64</td>
<td>0.48</td>
<td>0.74</td>
</tr>
<tr>
<td>Time(s)</td>
<td>334.26</td>
<td>380.44</td>
<td>5.76</td>
<td>11.09</td>
</tr>
</tbody>
</table>

**Table 5.2: Average Performance Comparison with the Popular Methods in Precision, Recall, F-measure, and Run Time**

F-measure, and runtime. On the other hand, Table 5.2 gives performance comparison with the popular feature word extraction methods. Here we mainly compare the performance of the new method with the frequency-based method. As shown in Table 5.2, the RFWE method’s recall is 9% higher than frequency-based method at a cost of 3% drop in precision. The RFWE method’s F-measure score is the highest of all the methods, which means that
the RFWE method works better and has a high accuracy. Meanwhile, the RFWE method obviously takes less time than the frequency-based method. Put all these things together and compare with all the popular methods. It is clear that the new approach obtains a better performance in most cases and can be suitable for more applications.
Chapter 6

Conclusions

6.1 Summary

This thesis deals with text mining and describes three typical feature word extraction methods: the frequent-based method, the Web PMI-based method and the RAKE method. The goal is to give an objective evaluation on these popular methods and to propose a new approach based on the pros and cons of the popular methods. We conducted experiments and provided analyses on several aspects: precision, recall, F-measure, time complexity, and robustness. The analysis results are as follows.

If the users want a quick summary of the product features, the RAKE method is the best choice. Since this method extracts phrases with multiple words, it
includes more information than the other feature word extraction methods. RAKE is very easy and efficient in this case.

If the users want the summary more accurate, which means high precision, recall, and F-measure, the frequency-based method will be a good choice. This method has a better balance between precision and recall than the Web PMI-based method.

Last but not the least, all of the three methods perform well in robustness analysis. Thus, if the input data source contains some noises, the users can pick any method according to individual needs.

Based on these observations, we design the RFWE method, which combines the techniques used in the popular methods. The RFWE method uses the parsing technique in the RAKE method to identify candidates, which can increase the speed of the algorithm. Then the nouns and noun phrases with high frequencies in reviews are selected. Compactness pruning and redundancy pruning are applied in RFWE to prune the results. It is easy to find that the new approach performs well in precision and recall analysis, and time complexity analysis through experiments. Thus, the RFWE method is a great option for users to extract feature words in online reviews.
6.2 Future work

In our future work, we plan to further improve feature word extraction including the following topics:

- The thesis mainly focuses on finding explicit words that appear in customer reviews. We also need to find implicit feature words (Section 1.1). Some natural language processing techniques (e.g. semantic analysis) might meet our needs.

- Besides frequent features, there are some features that only a few customers are talking about. These infrequent features can also be important in some applications.

- Although the Web PMI-based method does not work as we expect, the Web is an immense and helpful corpus. The hit counts returned directly from Google search engine are not reliable enough. It is interesting to find that the hit count of one query in various browsers might be different. The hit counts also change over time. Thus, we need to find a better way to get the hit counts and improve the accuracy.

- We use meaningless words to test the robustness, which are easily filtered. More sets of noisy words need to test in the future, e.g. meaningful words.
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Appendix A

Stopwords Table

<table>
<thead>
<tr>
<th>a</th>
<th>able</th>
<th>about</th>
<th>above</th>
<th>abroad</th>
<th>according</th>
<th>accordingly</th>
<th>across</th>
<th>actually</th>
<th>adj</th>
<th>after</th>
<th>afterwards</th>
<th>again</th>
<th>against</th>
<th>ago</th>
<th>ahead</th>
<th>ain't</th>
<th>all</th>
<th>allow</th>
<th>allows</th>
<th>almost</th>
<th>alone</th>
<th>along</th>
<th>alongside</th>
<th>already</th>
<th>also</th>
<th>currently</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>dare</td>
<td>daren't</td>
<td>day</td>
<td>dear</td>
<td>definitely</td>
<td>described</td>
<td>despite</td>
<td>did</td>
<td>didn't</td>
<td>different</td>
<td>directly</td>
<td>do</td>
<td>does</td>
<td>doesn't</td>
<td>doing</td>
<td>done</td>
<td>don't</td>
<td>down</td>
<td>downwards</td>
<td>during</td>
<td>e</td>
<td>each</td>
<td>edu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>himself</td>
<td>next</td>
<td>nine</td>
<td>ninety</td>
<td>no</td>
<td>nobody</td>
<td>non</td>
<td>nonetheless</td>
<td>noone</td>
<td>no-one</td>
<td>nor</td>
<td>normally</td>
<td>not</td>
<td>nothing</td>
<td>specifying</td>
<td>novel</td>
<td>now</td>
<td>nowhere</td>
<td>o</td>
<td>obviously</td>
<td>of</td>
<td>off</td>
<td>often</td>
<td>indicate</td>
<td>indicated</td>
<td>indicates</td>
<td>okay</td>
</tr>
<tr>
<td>so</td>
<td>some</td>
<td>somebody</td>
<td>someday</td>
<td>somehow</td>
<td>someone</td>
<td>something</td>
<td>sometime</td>
<td>someone</td>
<td>somewhere</td>
<td>soon</td>
<td>specified</td>
<td>specify</td>
<td>specifying</td>
<td>welcome</td>
<td>still</td>
<td>sub</td>
<td>such</td>
<td>sup</td>
<td>sure</td>
<td>t</td>
<td>take</td>
<td>taken</td>
<td>taking</td>
<td>tell</td>
<td>tends</td>
<td>what</td>
</tr>
</tbody>
</table>
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