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Abstract

Since the 1960's concentration in the U.S. food processing industries has increased dramatically in comparison to the rest of manufacturing. This paper investigates the price and cost consequences of these large changes in concentration for 35 food processing industries for the period 1963 to 1992. A two equation model is estimated, where the first equation is a price equation that relates changes in prices to changes in CR4, to changes in average variable cost, and to other control variables, while the second equation is an average cost equation that relates changes in average variable cost to initial concentration levels, to changes in concentration, to changes in input prices and other control variables. The first equation identifies a market power effect by focussing on the effects of concentration on price, holding cost constant, while the second equation identifies an efficiency effect by focussing on how concentration influences unit costs. These equations are estimated for differences in prices and average costs that cover intervals of five, ten and twenty years. The results indicate that there is both a market power and an efficiency effect from changing concentration, but that on balance the efficiency effect is stronger so that increases in concentration have produced lower prices.
The Price Effects of Rising Concentration in US Food Manufacturing

The evolution of the U.S. food processing industries over the last 40 years has sparked both interest and concern, principally because of unusually large increases in seller concentration. For example while the average four firm concentration ratio (CR4) for manufacturing remained largely unchanged from 1963 to 1992, the simple average CR4 for 35 food processing industries increased from 41 to 51 percent. These changes have prompted increased scrutiny, as illustrated by the comprehensive surveys of the issues surrounding increased concentration by Sexton (2001) and Whitley (2003), and the work of Lopez et al. (2002), which estimated both the market power and efficiency consequences of increased concentration in the food processing industries.

This paper also focuses on the market power and efficiency consequences of increases in concentration in U.S. food manufacturing industries. Specifically a two equation model is estimated for a panel of 35 food processing industries for the years 1963 to 1992. The first equation is a price equation relating changes in prices to changes in CR4, to changes in average variable cost, and other control variables, while the second equation is an average cost equation relating changes in average variable cost to initial concentration levels, to changes in concentration, to changes in input prices and other control variables. The first equation identifies a market power effect by focussing on the effects of concentration on price, holding cost constant, while the second equation identifies an efficiency effect by focussing on how concentration influences unit costs. The net effect of concentration on price can then be determined by the joint consideration of the two equations. This procedure is followed for changes in prices and average costs over intervals that are respectively five, ten and twenty years in length. The results indicate both market power and efficiency effects in this sample of
industries. Increases in CR4 increase prices holding cost constant as long as CR4 is above a certain level, but increases in CR4 also reduce average costs. In addition higher initial levels of CR4 are also associated with better subsequent cost performance up to a certain point, after which higher initial levels of CR4 lead to poorer subsequent cost performance. On balance, the overall effect of increasing concentration in the food processing industries has been to reduce price.

These conclusions are in accord with recent single industry studies of food processing industries, for example Gisser (1999) on beer and Azzam (1997) on beef packing, that find price-reducing effects, but they are odds with recent work spanning most of the food industries. For example, Lopez et al. (2002) estimated, for 32 food industries from 1972 to 1992, a formal model for each industry that included an industry output demand function, an industry cost function, associated input demand functions, and an industry equilibrium condition, and determined that market power effects dominate efficiency effects so that increases in concentration would increase price (p. 123) "in nearly every case". After presenting our own results we shall discuss possible reasons for the divergent results. The following section presents the model and identifies related antecedent work. This is followed by an introduction of the data, a presentation of the regression results, and a discussion of these results.

The Price and Cost Equations

In this section two equations determining industry level prices and average cost are introduced. The goal is to determine how increasing concentration in the food processing industries has affected prices. This is done by determining how CR4, and changes in CR4, affect industry average costs and therefore prices, thereby identifying an efficiency effect on prices,
and then determining how changes in CR4 change prices for given average cost, thereby identifying a market power effect. By combining the results from these two equations the overall effect of concentration on price can be determined.

First the price equation which originates with the industry level profit maximizing condition is introduced.

\[ P = \frac{e}{e + \lambda} MC \]  
\[ (1) \]

In (1) \( P \) is industry output price, \( MC \) is industry marginal cost (the share-weighted average of firms’ marginal cost), \( e \) is industry price elasticity of demand, and \( \lambda \) is the mark-up which varies between zero in perfect competition and one in monopoly.\(^1\)

Routinely, since only average variable cost (\( AVC \)) data are available, this replaces marginal cost, and after converting to changes in logarithms:

\[ \Delta \ln P = \Delta \ln \left( \frac{e}{e + \lambda} \right) + \Delta \ln AVC \]  
\[ (2) \]

The above shows that prices change over time because of changes in the mark-up term and changes in average variable cost. To empirically implement (2) the following is used:

\[ \Delta \ln P_{it} = \alpha_0 + (\alpha_1 \Delta CR_{it} + \alpha_2 \Delta CR_{it} \times ICR_{it}) + \alpha_3 \Delta \ln AVC_{it} + \alpha_4 \Delta \ln KQ_{it} + \sum_{j} a_i D_{it} + u_{it} \]  
\[ (3) \]

\(^1\) In Cournot equilibrium \( \lambda \) equals the Herfindahl index, while in certain kinds of dominant firms equilibrium \( \lambda \) equals the k-firm concentration ratio where \( k \) is the number of dominant firms. For details see Dickson (1981).
In (3) the subscript $i$ and $t$ stand for year and industry, $\Delta CR$ represents changes in industry concentration, $ICR$ represents initial or beginning concentration level, $\Delta LnKQ$ is the growth rate of the real capital to output ratio, and $D_t$ identifies year dummies. In (3), the effect of changes in the mark-up, or changes in market-power, is represented by the bracketed term, which contains the change in concentration and an interaction term of change in concentration with the initial concentration level. The expectation is that increases in concentration will increase price because of the market power effect. An interaction term is included because the effect of any increase may depend on initial levels of concentration. At low initial levels, changes in concentration may have little impact, but at higher levels changes in concentration may be more likely to reduce coordination cost among sellers and thereby increase price.

The ratio of the real capital stock to real output ($KQ$) is added to supplement the average variable cost measure which includes only labour costs and material costs (including energy) and consequently does not contain unavailable capital costs. It is included to control for the impact of capital cost on output price. The year dummies ($D$) are employed to account for any secular or cyclical effects on price. In summary, equation (3) is set-up to measure the market power effect of concentration on price, since it looks at the relationship between price and concentration, holding costs constant.

Turning now to average variable cost this is defined by:

$$AVC = \frac{W*L + POM*M + POE*E}{Q},$$

(4)
In (4) \( W \) represents the wage for labour, \( L \) represents labour employed, \( POM \) represents the price of materials, \( M \) intermediate materials, \( POE \) the price of energy, \( E \) energy used in production, and \( Q \) represents real output. \( AVC \) changes over time because of changes in input prices and the input-output ratios \((L/Q, M/Q \text{ and } E/Q)\), where reductions in the weighted average of the input-output ratios represent the impact of technological change.

Change in \( AVC \) over time may be represented by \( dAVC \) or

\[
\frac{dAVC}{AVC} = \left[ \frac{W \cdot L}{Q \cdot AVC} \left( \frac{d(L/Q)}{L/Q} \right) + \frac{POM \cdot M}{Q \cdot AVC} \left( \frac{d(M/Q)}{M/Q} \right) + \frac{POE \cdot E}{Q \cdot AVC} \left( \frac{d(E/Q)}{E/Q} \right) \right] \\
+ \left[ \frac{W \cdot L}{Q \cdot AVC} \left( \frac{dW}{W} \right) + \frac{POM \cdot M}{Q \cdot AVC} \left( \frac{dPOM}{POM} \right) + \frac{POE \cdot E}{Q \cdot AVC} \left( \frac{dPOE}{POE} \right) \right] \tag{5}
\]

In (5), the first square bracketed term summarizes how changes in input-output ratios affect costs, while the second square bracketed term summarizes how changes in input prices affect costs. We take changes in the average input-output ratios to be principally the result of technological change and we proxy this technological change by the initial level of concentration and by the change in concentration. The initial level of concentration is included because of the Schumpeterian argument that innovation and therefore technological change is greater when there are large firms operating in concentrated markets. This is for the usual reasons: larger firms are better able to finance research projects and are better able, because they have some element of market control, to appropriate the returns from innovation. The square of the initial concentration level is also included to explore the possibility that the additional contribution of concentration to technological change may diminish with higher concentration and may even decline beyond some concentration level. Demsetz (1995), for
example, argues that the competitive rivalry needed to spur innovation may be highest in oligopoly. Too many firms, or concentration that is too low, makes profitable innovation difficult, while too few firms, or concentration that is too high, reduces the rivalrous pressure to innovate and the number of independent innovators.

The change in concentration is included because of the point made by Peltzman (1977) that changes in concentration are indirect evidence of cost reducing technological change. Specifically, concentration changes when an innovating firm lowers cost, consequently gaining market share and thereby further lowering industry cost. Peltzman also postulated that any change in concentration, either positive or negative, could indicate underlying technological change. Normally, following Schumpeter, one might expect larger firms to be leading innovators and therefore increases in concentration to be more strongly related to technological change. But if smaller firms innovate, or if they are able to imitate, with a lag, leading firms past innovations, then decreases in concentration could be associated with above average technological advance. Consequently changes in concentration will be separated into increasing and decreasing categories.

Accordingly, after converting $dAVC/AVC$ to logarithmic differences, the estimating form is:

$$\Delta LnAVC_{it} = \beta_0 + (\beta_1 P\Delta CR_{it} + \beta_2 N\Delta CR_{it} + \beta_3 ICR_{it} + \beta_4 ICRSQ_{it}) + (\beta_5 \Delta LnPOM_{it} + \beta_6 \Delta LnPOE_{it} + \beta_7 \Delta LnW_{it}) + \beta_8 \Delta LnQ_{it} + \sum_{t} b_t D_t + \nu_{it}$$

(6)
In (6) $P=1$ when concentration increases, zero otherwise, while $N=1$ when concentration decreases, zero otherwise. Also included in (6) is a variable representing the changes in the log of real output. This is included since there may be more opportunities to lower cost by innovation and exploitation of economies of scale in high growth industries. As in the price equation, year dummies are added to control for economy-wide cyclical and secular effects.

Given the two equations to be estimated, (3) and (6), their joint consideration makes it possible to determine the effect of an increase in concentration on the growth in prices by evaluating

$$
\frac{d\Delta \ln P}{d\Delta CR} = (\alpha_1 + \alpha_2 \cdot ICR) + \alpha_3 \frac{d\Delta \ln AVC}{d\Delta CR},
$$

which is,

$$
\frac{d\Delta \ln P}{d\Delta CR} = (\alpha_1 + \alpha_2 \cdot ICR) + \alpha_3 \beta_1. \quad (7)
$$

In (7), the bracketed term on the right-hand side $(\alpha_1 + \alpha_2 \cdot ICR)$ is the market power effect of concentration on price, measuring the effect of concentration on price holding costs constant, while the second term $(\alpha_3 \cdot \beta_1)$ is the efficiency effect of concentration on price. We expect the market power term positively effects price, the efficiency term negatively effects price, with the net effect depending on which is larger.

The above equations relate the price and cost history of an industry to changes in concentration, while adjusting for other relevant factors. This approach follows the work of Peltzman (1977), who for 165 industries related changes in unit cost and changes in prices to changes in concentration from 1947 to 1967 and found increases in concentration reduced unit
cost and prices. Concerning food processing, variants of this approach have been applied by Gisser (1982), Kelton (1992) and Gopinath et al. (2003). Gisser related total factor productivity growth from 1963 to 1972 to changes in concentration and initial 1963 concentration levels for 44 food processing industries. He found higher productivity growth for both larger increases and decreases in concentration, but found the initial concentration level, represented only by a linear term in CR4, insignificant. While Gisser focused on efficiency effects, Kelton, in contrast, focused on market power effects by relating, for 48 food processing industries, for the periods 1977 to 1982 and 1958 to 1992, changes in prices to changes in concentration, changes in unit cost, and changes in shipments. She found changes in concentration had a significant effect on prices at the ten percent level. Gopinath et al. also concentrated on efficiency effects by relating total factor productivity growth to changes in CR4, changes in CR4 squared, and other control variables for a panel of 36 food industries for the 1964 to 1992 period. They concluded that the positive effect of changes in CR4 declined as CR4 changes were larger and, in fact, became negative when CR4 changed by more than 24 percent over the period.²

Sample, Data and Estimation Procedure

The sample employed covers annual observations for 35 four-digit industries whose definition did not change substantially over the period 1963 to 1992.³ All data, except for the four firm concentration ratio, are drawn from the NBER Manufacturing Industry Database.

² As pointed out by the authors the results have to be treated carefully since the t-statistic on the squared change in concentration is only 1.645.
The four firm concentration ratio for the years 1963, 1967, 1972, 1977, 1982, 1987, 1992 is from the Census of Manufacturing. Concentration levels for non-census years are obtained by linear interpolation between adjacent census years. Industry prices are represented by the NBER’s price deflator for shipments (equals 1 in 1987). Average variable cost is measured as nominal variable cost per unit of real output. Nominal variable costs are the sum of payroll and material costs, including energy. Real output is value of shipments, measured as value added plus cost of materials, divided by the shipments price deflator. Input prices are represented by NBER’s price index for materials (excluding energy), NBER’s price index for energy, and payroll per employee. The capital-output ratio is NBER’s measure of real gross capital stock divided by real output.

Since most of the variables are measured as changes over a period of time, there is a problem of determining the appropriate time span. Because concentration changes slowly, too short differencing, such as one year or two year differencing, could be dominated by measurement error. To fully explore the possibilities, samples based on first differences of five, ten and twenty years were chosen. For five-year differences, this means the first observation is in 1968, with annual observations thereafter. For ten-year differences, the sample starts in 1973, and for twenty-year differences the sample starts in 1983. The price and cost equations were treated as a system and jointly estimated. To account for the likely joint determination of average cost, prices and output growth, three stage least squares were used.

---

1 Regressions for one year first differences produced largely insignificant results. For three year first differences the coefficients for the concentration variables, both levels and changes, become significant at the 10 percent level.

2 In fact the results were similar with least squares and seemingly unrelated regression estimation.
Results

In presenting the regression results, we start with the price equation results for the five, ten and twenty year periods. These are shown in Table 1. Following this, we present the results for the accompanying cost equations in Table 2. In Table 3 the results from the price equations and cost equations are brought together in order to evaluate the overall impact of changes in concentration on output prices.

First for the price equation results, recall that the concentration variables show the impact of concentration on prices, holding average variable cost constant, i.e. the coefficients represent the market power effect of concentration only. Unexpectedly, the coefficient of $\Delta CR$ is negative and statistically significant at five percent level when the differencing period is five years or ten years, and remains negative, although less significant, for the 20 year period. However, the coefficient of the interaction term of initial concentration level and the concentration change is significantly positive at the one percent level for the five-year and ten-year differences, although again less significant for the 20 year period. This implies that the impact of concentration changes increases with the concentration level. Consequently, when holding average variable cost constant, evaluating the market power effect requires evaluating both the coefficients. To illustrate, for the five-year results, $\frac{\partial \Delta \ln P}{\partial \Delta CR} = 0.548 ICR - 0.239$. This implies as long as $ICR > 0.44$, ($\frac{0.239}{0.548}$), increases in concentration will increase price. For the ten and 20 year periods the critical concentration levels are .44 and .52. The implications are that the market power effect of concentration works in more concentrated industries but not in less concentrated industries.
The other variable in the price equations that is a bit surprising is the growth in the capital-output ratio. We had expected it to have a positive sign but, instead, its coefficient is negative and significant. One explanation may be that since the capital stock is a measure of productive capacity, increases in the capital-output ratio may be picking up increases in industry capacity which will lower prices.\(^6\)

How do changes in concentration and initial concentration levels relate to changes in average costs? The results in Table 2 indicate that disruptions in the size distribution that produce changes in concentration are associated with favourable cost consequences. For the five year period, the significantly negative coefficient, at the one percent level, for increases in concentration indicates industries with larger increases in concentration have lower increases in costs, ceteris paribus, while the significantly positive coefficient for decreases in concentration indicates industries with larger decreases in concentration also have lower increases in costs. However for the ten and twenty year intervals, while the results remain strong for increasing concentration industries they largely dissolve for decreasing concentration industries.\(^7\)

Looking at starting levels of concentration, there is support for the proposition of an optimal concentration level. The coefficient on concentration is positive while the coefficient on concentration squared is negative, both significant at the one percent level, across all three time intervals. This means that the growth in costs is lower as concentration increases, but this effect diminishes as concentration increases and eventually turns over. For the 5 year time interval, the

\(^6\) Other studies have found problems with the capital-output ratio when there is a time-series element. For example Domowitz, Hubbard and Peterson (1986) for 284 industries found the capital-output ratio had a positive effect on price-cost margins in cross-section regressions but a negative effect when fixed effects (time-demeaned data) regressions were employed.

\(^7\) Since the sample periods were shorter for the ten and twenty year interval regressions, differences among the regressions might result from coverage of different periods. This appears not to be the case. For example, when we repeated the regressions for five year first differences for the same sample as twenty year first differences the results were similar to the results for five year differences reported in the text.
turn-over occurs when the four firm concentration ratio is .54, while for the ten and twenty year periods the turn-over occurs at .53.\(^8\)

Looking at other variables in the cost equation, the growth in output variable is always negative and strongly significant. This suggests that higher growth facilitates cost improvements either by making it easier to exploit economies of scale or to pursue cost-reducing innovations. The input price variables are all appropriately signed with, not surprisingly for food processing industries, the price index for materials and supplies clearly the most important.\(^9\)

Our next step is to bring the price and cost equations together by evaluating the components in equation 7 with the estimated coefficients from the regression results. Accordingly, in Table 3 the market power, efficiency and total consequences of a one percentage point increase in CR4 on the growth in prices are presented for alternative initial levels of CR4, ranging from zero to one, and for each of the time periods. The results for the cost effect on prices are the most straightforward. A negative cost effect is present in every case, is always significant at the one percent level, and becomes larger as the time period lengthens.\(^10\) The increase in the cost effect with longer time periods is due primarily to the increase in the effect of changes in concentration on cost in the cost equation. However once the difference in years is accounted for, the per year cost effects are about the same. For the five year period, a one

\(^8\) If the squared concentration term is dropped the coefficient on concentration is negative, significant at the five percent level, and smaller (in the five year period the coefficient is only .05).

\(^9\) Rather than look at how average variable cost changes over time we could also look at how productivity changes in these industries using a five-factor productivity index from the NBER data set. Accordingly five, ten year and twenty year differences in the log of this productivity index were used as a dependent variable in a specification identical to the cost equation specifications except that input price indices did not have to be included as control variables. The results were very similar to those obtained in the cost equation specification. All the coefficients were of approximately the same magnitude and statistical significance with, because the equation is a productivity rather than a cost equation, opposite signs. The average variable cost form we use makes it easier to talk about price and cost consequences and does not presume constant returns to scale, which is an assumption needed to construct the productivity index.

\(^10\) The standard errors are computed using Stata's non-linear test command.
percentage point increase in CR4 would reduce costs by .498 percent, while the average increase in CR4, for those industries with increasing concentration, of 5.1 percentage points would reduce average costs by 2.54 percent (\(-.498 \times 5.1\)). For the twenty year period the equivalent numbers are a reduction in costs of .968 percent and 11.3 percent (\(-.968 \times \text{average increase in concentration of 11.6}\)), which are numbers just over four times larger than the five year figures.\(^1\)

In contrast, a positive market power effect shows up only when concentration exceeds .5 and is significantly positive only for the five and ten year periods. One explanation for the relatively weak effects may be that market power effects are most likely when a critical threshold in concentration is exceeded, so that for many industries in the sample the changes in concentration are not enough to take the industry past a critical concentration level and thus move it from a non-cooperative to a cooperative solution.\(^2\) Combining the weak market power effects and strong cost effects produces an overall effect on prices that is everywhere negative, and almost always significantly different from zero. On average, increasing concentration has produced consumer-friendly price effects in the food processing industries.

**Conclusion**

As we observed in the introduction, much of the interest in the food industries has been prompted by the unusually large increases in average concentration, increases not observed in the

---

\(^1\) CR4 increased for 58 percent of industries over the five year observations of first differences. 62 percent over ten years and 68 percent over 20 years. For increasing CR4 industries the average increase was 5.1, 8 and 11.6 percentage points for 5, 10 and 20 years respectively. For decreasing CR4 industries the average decrease was 3.2, 5.3 and 6.2 percentage points respectively.

\(^2\) There is a critical concentration literature that says that recognition of interdependence among firms requires a certain minimum level of concentration. See p. 422-423 Scherer and Ross (1990) for a review.
rest of manufacturing. Our work suggests that these increases have on balance been beneficial, that is the efficiency consequences of increased concentration have outweighed the market power consequences. We did this by concentrating directly on the price and cost histories of the food industries and fitting price and cost equations to these histories. However, as we also noted in the introduction, other recent studies, in particular Lopez et al. (2002) and Lopez and Liron-Espana (2003), employing the techniques of the new empirical industrial organization (NEIO), find the effects of concentration to be, on average, price increasing. A key factor behind their results is that they often find constant returns to scale, or even diseconomies of scale, for industries in their sample, meaning that the cost consequences of increases in concentration are either absent or even negative. For example, of the 32 industries in Lopez et al., nine had significant diseconomies (at the ten percent level) and another six had point estimates indicating diseconomies. Given diseconomies, one would expect a survivor-like adjustment process whereby smaller lower cost firms expand at the expense of larger higher cost firms, thus producing lower concentration. But in fact most food industries experienced concentration increases during the sample period. The joint occurrence of diseconomies and rising concentration implies, implausibly, an adjustment process where high cost firms are taking over the industry.

---

13 A key step in these papers, introduced by Azzam (1997), is to specify a Generalized Leontief Cost Function which produces, when aggregated from the firm to the industry level, a result where increases in concentration (the Herfindahl index) reduce industry average costs if there are economies of scale, and increase average costs if there are diseconomies of scale. With this innovation they can separate the market power and efficiency effects of concentration. Previously most NEIO studies routinely specified constant returns to scale cost functions, thereby automatically eliminating any efficiency effect due to rising concentration.

14 The malt beverages industry is a good example of the problem since the estimated cost function indicates significant diseconomies while CR4 increased from 52 to 90 over the sample period. In fact, a leading industrial organization textbook, Carleton and Perloff (2004), uses this industry to illustrate how the survivor technique concludes there must be economies of scale since larger plants are increasing their share of output. We tracked CR4 for seven of the nine industries with significant diseconomies and found that the average CR4 increased by 6.6 percentage points from 1972 to 1992.
We think a reason for these problematic results is how technological change, which should be a prime driving force behind concentration change, is handled in NEIO studies. Typically technological change is represented by a time trend. In Lopez et al. this means, as the authors point out, that technological change can only affect the intercept of the average and marginal cost curves, meaning that technological change impacts symmetrically on all firms and that the cost levels of firms relative to one another does not change over time. But changes in concentration surely occur, in part, because technological change is adopted by firms unevenly; that is there are firm-specific innovations not immediately available to all firms. In summary, when technological change applies equally to all firms there are fewer reasons for concentration to change, but if concentration does change, this is indirect evidence of technological change that is firm specific and therefore not appropriately modelled by a time trend. One could conclude this means technological change should be modelled in a more sophisticated manner in the cost function. However when the data is annual industry level data and the systems being estimated are non-linear, incorporating more complicated technological specifications and detecting them reliably is very difficult.

While we think that NEIO approaches have not been able to deal successfully with technological change, particularly technological change for only a sub-set of firms which is at the heart of changes in concentration, their advantage is that they do produce market power and efficiency predictions for specific industries. In contrast one of the problems with the approach we use is it produces only a prediction about the net effect of concentration across a sample of industries. Therefore while we conclude that efficiency effects from rising concentration have, on average, dominated market power effects, this does not by itself imply that antitrust

\[15\text{Sexton also alludes to the problems of adequately incorporating technological change in NEIO models.}\]
monitoring of increasing concentration is not required since for some individual industries the opposite is always possible.
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Table 1: Three stage least squares results for price equations

<table>
<thead>
<tr>
<th>Dependant Variable: $\Delta LnP$</th>
<th>Five-Year Differencing</th>
<th>Ten-Year Differencing</th>
<th>Twenty-Year Differencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta CR$</td>
<td>-.239**</td>
<td>-.255**</td>
<td>-.230*</td>
</tr>
<tr>
<td></td>
<td>(.106)</td>
<td>(.101)</td>
<td>(.134)</td>
</tr>
<tr>
<td>$ICR \times \Delta CR$</td>
<td>.548***</td>
<td>.576***</td>
<td>.444</td>
</tr>
<tr>
<td></td>
<td>(.211)</td>
<td>(.211)</td>
<td>(.300)</td>
</tr>
<tr>
<td>$\Delta LnKQ$</td>
<td>-.035**</td>
<td>-.041***</td>
<td>-.094***</td>
</tr>
<tr>
<td></td>
<td>(.014)</td>
<td>(.016)</td>
<td>(.022)</td>
</tr>
<tr>
<td>$\Delta LnAVC$</td>
<td>1.058***</td>
<td>1.132***</td>
<td>1.153***</td>
</tr>
<tr>
<td></td>
<td>(.029)</td>
<td>(.035)</td>
<td>(.058)</td>
</tr>
<tr>
<td>Constant</td>
<td>.011</td>
<td>-.045**</td>
<td>-.096</td>
</tr>
<tr>
<td></td>
<td>(.012)</td>
<td>(.022)</td>
<td>(.059)</td>
</tr>
<tr>
<td>Observations</td>
<td>875</td>
<td>700</td>
<td>350</td>
</tr>
<tr>
<td>R-sq</td>
<td>0.891</td>
<td>0.893</td>
<td>.790</td>
</tr>
</tbody>
</table>

Note: Levels of significance are * (10%), ** (5%) and *** (1%). Standard errors in parentheses.
Table 2: Three stage least squares results for cost equations.

<table>
<thead>
<tr>
<th>Dependant Variable: $\Delta \ln AVC$</th>
<th>Five-Year Differencing</th>
<th>Ten-Year Differencing</th>
<th>Twenty-Year Differencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P\Delta CR$</td>
<td>-.470*** (.106)</td>
<td>-.530*** (.102)</td>
<td>-.839*** (.128)</td>
</tr>
<tr>
<td>$N\Delta CR$</td>
<td>.507*** (.159)</td>
<td>.191 (.167)</td>
<td>-.141 (.299)</td>
</tr>
<tr>
<td>$\Delta CR$</td>
<td>-.450*** (.109)</td>
<td>-.917*** (.165)</td>
<td>-1.854*** (.319)</td>
</tr>
<tr>
<td>$\Delta CRSQ$</td>
<td>.437*** (.113)</td>
<td>.863*** (.174)</td>
<td>1.715*** (.330)</td>
</tr>
<tr>
<td>$\Delta \ln Q$</td>
<td>-.275*** (.033)</td>
<td>-.326*** (.037)</td>
<td>-.384*** (.041)</td>
</tr>
<tr>
<td>$\Delta \ln POM$</td>
<td>.595*** (.034)</td>
<td>.559*** (.040)</td>
<td>.498*** (.066)</td>
</tr>
<tr>
<td>$\Delta \ln POE$</td>
<td>.125*** (.041)</td>
<td>.137*** (.039)</td>
<td>.189*** (.055)</td>
</tr>
<tr>
<td>$\Delta \ln W$</td>
<td>.102 (.065)</td>
<td>.418*** (.071)</td>
<td>.594*** (.093)</td>
</tr>
<tr>
<td>Constant</td>
<td>.161*** (.029)</td>
<td>.199*** (.062)</td>
<td>-.002 (.168)</td>
</tr>
</tbody>
</table>

Observations 875 700 350  
R-sq 0.678 0.717 0.219  

Note: Levels of significance are * (10%), ** (5%) and *** (1%). Standard errors in parentheses.
### Table 3: Price effects from one percentage point increase in concentration

<table>
<thead>
<tr>
<th>Initial CR</th>
<th>Market-power Effect</th>
<th>Cost Effect</th>
<th>Efficiency Effect</th>
<th>Total Effect $\frac{d\Delta \ln P}{d\Delta CR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(\alpha_1 + \alpha_2 \cdot ICR)$</td>
<td>$\alpha_3 \beta_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Five-year differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0</td>
<td>-.239%**</td>
<td>-.498%***</td>
<td>-.736%***</td>
<td></td>
</tr>
<tr>
<td>.25</td>
<td>-.102%*</td>
<td>-.498%***</td>
<td>-.599%***</td>
<td></td>
</tr>
<tr>
<td>.50</td>
<td>.035%</td>
<td>-.498%***</td>
<td>-.462%***</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>.172%**</td>
<td>-.498%***</td>
<td>-.325%***</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.309%**</td>
<td>-.498%***</td>
<td>-.188%</td>
<td></td>
</tr>
<tr>
<td>Ten-year differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0</td>
<td>-.255**</td>
<td>-.600%***</td>
<td>-.855%***</td>
<td></td>
</tr>
<tr>
<td>.25</td>
<td>-.111%**</td>
<td>-.600%***</td>
<td>-.711%***</td>
<td></td>
</tr>
<tr>
<td>.50</td>
<td>.033%</td>
<td>-.600%***</td>
<td>-.567%***</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>.177%**</td>
<td>-.600%***</td>
<td>-.423%***</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.321%**</td>
<td>-.600%***</td>
<td>-.279%*</td>
<td></td>
</tr>
<tr>
<td>Twenty-year differences</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.0</td>
<td>-.230%*</td>
<td>-.968%***</td>
<td>-1.198%***</td>
<td></td>
</tr>
<tr>
<td>.25</td>
<td>-.119%</td>
<td>-.968%***</td>
<td>-1.087%***</td>
<td></td>
</tr>
<tr>
<td>.50</td>
<td>-.008%</td>
<td>-.968%***</td>
<td>-.976%***</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>.103%</td>
<td>-.968%***</td>
<td>-.864%***</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>.214%</td>
<td>-.968%***</td>
<td>-.754%***</td>
<td></td>
</tr>
</tbody>
</table>

Note: Levels of significance are * (10%), **(5%) and ***(1%).